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ROM SAF
The Radio Occultation Meteorology Satellite Application Facility (ROM SAF) is a decen-
tralised processing centre under EUMETSAT which is responsible for operational processing
of radio occultation (RO) data from the Metop and Metop-SG satellites and radio occultation
data from other missions. The ROM SAF delivers bending angle, refractivity, temperature,
pressure, humidity, and other geophysical variables in near real-time for NWP users, as well
as reprocessed Climate Data Records (CDRs) and Interim Climate Data Records (ICDRs) for
users requiring a higher degree of homogeneity of the RO data sets. The CDRs and ICDRs
are further processed into globally gridded monthly-mean data for use in climate monitoring
and climate science applications.

The ROM SAF also maintains the Radio Occultation Processing Package (ROPP) which
contains software modules that aid users wishing to process, quality-control and assimilate
radio occultation data from any radio occultation mission into NWP and other models.

The ROM SAF Leading Entity is the Danish Meteorological Institute (DMI), with Cooperat-
ing Entities: i) European Centre for Medium-Range Weather Forecasts (ECMWF) in Read-
ing, United Kingdom, ii) Institut D’Estudis Espacials de Catalunya (IEEC) in Barcelona,
Spain, and iii) Met Office in Exeter, United Kingdom. To get access to our products or to
read more about the ROM SAF please go to: http://www.romsaf.org.

Intellectual Property Rights
All intellectual property rights of the ROM SAF products belong to EUMETSAT. The use
of these products is granted to every interested user, free of charge. If you wish to use these
products, EUMETSAT’s copyright credit must be shown by displaying the words “copyright
(year) EUMETSAT” on each of the products used.
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Executive Summary
This visiting scientist project has taken the draft Radio Occultation Processing Package
(ROPP) 11.0 FORTRAN code for a 1D-Var bending angle retrieval of the ionospheric pro-
file using Vary-Chap functions, further developed it and statistically analysed the results. The
main model developments have included adding additional Vary-Chap layers for the retrieval
and the development of a new lightweight peak parameter model to use for initialisation.
Additional radio occultation data sources from COSMIC-2, Spire Global and simulated ob-
servations from 3D ionospheric models have been developed to test the technique on a range
of data.

Comparing the 1D-Var retrieval with the COSMIC-2 profile retrieval using co-located (within
200 km) ionosonde observations with all suitable data from 2020 has demonstrated the skill
of this approach. Using three or four Vary-Chap layers in the 1D-Var retrieval shows im-
proved performance compared to COSMIC-2 in terms of percentage error for the F2 peak
parameters (NmF2 and hmF2). Furthermore, skill in retrieval (compared to COSMIC-2 pro-
files) throughout the bottomside (~90 km to 300 km) has been demonstrated. With a single
Vary-Chap layer the performance is similar, but this improves by approximately 40% when
using four-layers.
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1 Introduction
1.1 Contractual background

This report forms part of the Task 2 deliverable of the ROM SAF CDOP-3 Visiting Scientist
Proposal No. 39: Ionospheric 1D-Var Retrieval Assessment (ROM_AVS20_02).

The objectives of the VS project are:

• Assess the impact of improved a priori information on the Quality Control (QC) and
convergence/computational cost of the 1D-Var. Explain how the ROM SAF would
access this a priori information. Suggest improvements for the assumed observation
uncertainty model.

• Investigate the retrieval solutions below 200 km, and assess the value the 1D-Var -
Abel hybrid approach below 200 km.

• Consider how the electron density solutions at the LEO satellite could be validated.

1.2 Technical background

The radio occultation instrument on EUMETSAT’s Metop Second Generation (Metop-SG)
will measure up to 500 km above the surface of the Earth, and it will provide information
on the ionospheric state. The ROM SAF is developing one-dimensional ionospheric electron
density profile retrieval systems for Metop-SG [LHPMMC19] as part of CDOP-3 activities,
and these activities are likely to be extended into CDOP-4. One dimensional means that
ionospheric retrievals ignore horizontal gradients in the electron density, and this source of
error is common to all retrievals discussed below.

A specific issue that complicates the application of standard Abel transform techniques (e.g.
[SSRH99]) to EPS-SG is that the measurements stop at 500 km, and therefore they do not
reach up to the Metop-SG orbit. [LHPMMC19] have developed two retrievals to overcome
this problem. The advanced retrieval approach, known as “AVHIRO”, has some similarities
with the standard optimal estimation (or 1D-Var) approach [Rod00]. It combines an Abel
transform solution in one height interval with an estimation of four “Vary-Chap” model
ionosphere parameters, which define the shape of the electron density profile. These retrieved
parameters are used to estimate the electron densities above 500 km.

The standard description (e.g. [WHF21]) of a Vary-Chap function (first described in [RNHB07]
as a generalization of an α-Chapman profile based on the work by [RG69]) with a height-
dependent scale height (H(h)) is

Ne(h) = Nm

(
H(h)
Hm

)− 1
2

exp
(
1
2
[
1−u− exp(−u)

])
, (1.1)

where
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u =

∫ h

hm

1
H(h)

dh (1.2)

for height h, peak density (NmF2) Nm and the scale height at the the height of peak density
(hmF2) Hm.

The estimation of the Vary Chap parameters in AVHIRO is based on minimizing a least
squares cost function, with two terms. The first term is the fit to a previous state estimate
(rather than a “background” constraint) and the second is the fit to the observations, which
are Slant Total Electron Content (STEC) measurements. The STEC is the electron density
(Ne) integrated along a straight line path (s) between the GNSS and LEO satellites:

S T EC ∝
∫

Ne ds, (1.3)

and it can be computed from a linear combination of the L1 minus L2 phase delay measure-
ments. STEC is used in most ionospheric applications, including ionospheric data assimila-
tion since it is the most abundant dataset [EA19]. Note that, in contrast, bending angles are
generally used in neutral atmosphere assimilation, but, to the best of our knowledge, have
yet to be used for ionospheric data assimilation.

The relative contribution of the two terms in the AVHIRO cost function is governed by a
scaling parameter, λ, which must implicitly be related to the assumed error statistics. The
AVHIRO minimization is performed without a tangent-linear or adjoint and it is slow, and
not currently considered suitable for operational processing. It has also been suggested that
the tangent-linear for a Vary-Chap profile is problematic because of non-linearity, where
small changes in the parameters lead to large changes in the gradient [LHPMMC19]. Im-
provements in both the efficiency and accuracy of AVHIRO is an ongoing area of ROMSAF
research in CDOP-3.

In addition to these activities, the ROM SAF has recently developed a prototype, stand-
alone 1D-Var retrieval code, to retrieve the four Vary-Chap parameters. This follows work
by [Cul19] who investigated the Vary-Chap ionosphere in connection with modelling both
ionospheric bending angle and STEC measurements. We also note that ROPP already in-
cludes a 1D-Var option for neutral applications that uses the L1 and/or L2 bending angles.
The ionosphere is modelled as a three parameter Chapman layer. This area of work is primar-
ily focused on improving the ionospheric correction in the neutral atmosphere, rather than
ionospheric retrieval, but clearly there is some overlap in these activities.

The 1D-Var approach has a clear theoretical basis, with a straightforward statement of the re-
trieval problem. It provides useful QC diagnostics that can help identify erroneous retrievals,
and a theoretical estimate of the solution error covariance matrix, which can be used to esti-
mate the “information content” of the measurements. Estimating the ionospheric state above
500 km is handled easily within this 1D-Var framework.

Traditionally when assimilating STEC observations an estimate of the Differential Code Bi-
ases (DCBs) are required (e.g. [FAJB+11]). DCBs are the systematic errors between two
GNSS code observations at the same or different frequencies. The Center for Orbit Determi-
nation in Europe (CODE) provides estimates of the DCBs for all active GPS and GLONASS
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satellites, as well as estimates for a wide range of GNSS receiver stations [COD21]. Alter-
natively DCBs are commonly estimated during the assimilation step in many ionospheric
models by including them in the state vector (e.g. [Ang08, ESSD17]).

To overcome the challenge of DCB estimation in this work the derivative of STEC with
respect to the impact parameter, a, (∂S T EC/∂a), has been assimilated. This is the quantity
used in the Abel transforms (see Eqn. 14 from [SSRH99]), and to a good approximation it is
the L2 minus L1 bending angles, plus a term including the electron density at the LEO (this
is more fully described in the main text).

1.3 Report structure

The document is organized as follows:

• Chapter 2: Ionospheric Retrieval in the ROPP. An overview of the 1D-Var retrieval
code in the Radio Occultation Processing Package (ROPP) 11.0 including a description
of the data assimilation, Vary-Chap model, the observations and some example results.

• Chapter 3: Model Developments. Updates to the 1D-Var retrieval made in this project,
including the additional Vary-Chap layers, a simple model for estimating the back-
ground values and the use of different datasets including COSMIC-2.

• Chapter 4: Statistical Performance of the 1D-Var Retrieval. Comparison of the peak
parameters and bottomside-profile of the 1D-Var retrieval along with COSMIC-2 re-
trievals compared to co-located ionosonde observations.

• Chapter 5: Conclusions and Recommendations.

1.4 List of Acronyms

1D One dimensional
AVHIRO Abel-Vary-Chap Hybrid modeling from topside Incomplete RO data
DCB Differential Code Bias
GNSS Global Navigation Satellite System
LEO Low Earth Orbit
Metop-SG Metop Second Generation
Ne Electron Density
NWP Numerical Weather Prediction
PDF Probability Distribution Function
QC Quality Control
RO Radio Occultation
ROM SAF Radio Occultation Meteorology (ROM) Satellite Application Facility (SAF)
ROPP Radio Occultation Proessing Package
STEC Slant Total Electron Content
UPC Universitat Politécnica de Catalunya
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2 Ionospheric Retrieval in the ROPP
2.1 Introduction

The ROM SAF have recently developed a 1D-Var retrieval code to retrieve the parameters
for a multi-layer Vary-Chap model. This will be included as part of the Radio Occultation
Processing Package (ROPP) 11.0, which is scheduled for release in early 2022. ROPP is
a collection of software modules which aids users wishing to assimilate radio occultation
(RO) data into Numerical Weather Prediction (NWP) models. The ROPP software is generic,
handling any standard GNSS-LEO RO missions, written in Fortran 90 with the code split into
several modules [Con20].

2.2 Data Assimilation Preliminaries

Data assimilation models aim to optimally combine disparate measurements with a back-
ground model. A range of assimilation methods have been developed; i.e. weighted least
squares (WLS) [Pla50], Kalman filters [Kal60], Optimal Interpolation (OI) [Gan63, Edd67]
and variational methods [LDT86]. The background model may, in principle, be empirical or
a first principles based. Data assimilation models are not real-time, since there is some delay
between the data being retrieved and it being assimilated, but they can work in ‘near-real-
time’ (e.g. [AK06] and [EA19]).

In many systems there are usually fewer observations than the number of unknowns, i.e.
the system is mathematically under-determined. The observations which are available are
subject to experimental uncertainty, and often the observed characteristic is not the variable
that is directly modelled. Therefore an observation operator (H) is used to transform the state
space to the observation space, i.e.

yyyo = H(x) +εεε000 (2.1)

where yo is a vector of observations, xxx the true state and εεε000 the observation error.

It is common to want to estimate the state of a system from some given information; for
example, to find the TEC through a particular part of the ionosphere. Ideally, a satellite
and receiver would be placed at suitable locations, and the TEC directly measured, albeit
with some measurement error. However, in practice, this is not possible and the value has
to be estimated. The first approach is to just use data from the nearest satellite/receiver pair
to the region of interest. Secondly, if more than one satellite/receiver pair exist, then both
can be used to interpolate the information in order to estimate the TEC. This estimation
can be improved by using more satellite/receiver data. However, depending on a number
of factors, including the distance of the satellite from the point of interest, each new piece
of information should be weighted differently depending on how much the data is “trusted”.
Data assimilation is the art of optimally combining various sources of information to estimate
the true state of the system.

The subject of data assimilation is both wide and varied, there are a number of excellent
books on the subject which should be consulted for a detailed discussion of the topic, specif-
ically those by [Rod00, Kal03, Eve09].
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In a variational retrieval system the estimate of the state vector is obtained using the obser-
vations combined with a priori information. Since the observations, and a priori information,
are only known up to certain levels of confidence these are usually described using probabil-
ity distribution functions (PDFs). By assuming these PDFs are Gaussian and the errors are
uncorrelated Bayes’ theorem can be used to describe this problem as the minimization of a
cost function (e.g. [Tal10]):

J(xxx) =
1
2

(xxx− xxxb)T BBB−1(xxx− xxxb) +
1
2

(yyyo−Hxxx)T RRR−1(yyyo−H(xxx)) (2.2)

where BBB is the background error covariance matrix and RRR the observation error covariance
matrix.

2.3 Vary-Chap Background Model

Equation 1.1, gave the Vary-Chap function with a height-dependent scale height H(h). In
practice, this height-dependent scale height can be difficult to determine [WHF21, KMB+09,
NRHB12]. Throughout this work the scale height used in the Vary-Chap profile is based on
a constant reference scale height, H0 giving:

Ne(h) = Nm

(
H0

Hm

)− 1
2

exp
(
1
2
[
1− z− exp(−z)

])
, (2.3)

where the scale height at the the height of peak density, Hm is given in terms of k, the vertical
gradient of the scale height:

Hm = H0 + k(h−hmF2) (2.4)

and then taking the integral of Equation 1.2 gives:

z =
1
k
· log

([
1 +

k(h−hmF2)
H0

])
(2.5)

Using Equations 2.3 to 2.5 the Vary-Chap profile with ‘standard’ values of

NmF2 = 2×1012 electrons/m3

hmF2 = 300 km
H0,F2 = 50 km

kF2 = 0.15

across an altitude range of 100 km to 600 km is shown in Figure 2.1.

This “one-layer” Vary-Chap profile provides a good approximation to the standard electron
density profile. However a better approximation can be formed through the addition of mul-
tiple Vary-Chap profiles. In ROPP a second layer Vary-Chap is added with the additional
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Figure 2.1: Example of a Vary-Chap profile with NmF2 = 2× 1012, hmF2 = 300, H0 = 50
and k = 0.15.

parameters:

NmF1 = 5×1011 electrons/m3

hmF1 = 170 km
H0,F1 = 30 km

kF1 = 0.05

The resulting ionospheric profile is shown in Figure 2.2.
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Figure 2.2: Example of a two-layer Vary-Chap profile.

2.4 Observations

To overcome the need for estimation of the Differential Code Biases (DCBs) in this work the
derivative of STEC with respect to the impact parameter, a, (∂S T EC/∂a), has been assimi-
lated. This is the quantity used in the Abel transforms (see Eqn. 14 in [SSRH99]), and to a
good approximation it is the L2 minus L1 bending angles, plus a term including the electron
density at the LEO. This derivative is essentially the RO bending angle which is delivered by
the ROM SAF.

The slant TEC (S T EC) is the column integrated electron density (Ne) along the path ds,∫
Neds. To a first approximation the ionospheric phase delay for a frequency i, φi, is given

by

φi = −κ
S T EC

f 2
i

(2.6)

where κ is a proportional constant given by

κ =
q2

8π2meε0
≈ 40.308 m3s−2 (2.7)

where q is the electron charge, me the electron mass and ε0 is the vacuum permittivity.

In an RO geometry, assuming that the electron density is only a function of height (spherical
symmetry) the STEC between a GNSS satellite at radius rG and a LEO satellite at radius rL
is given by ([SSRH99])
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S T ECi =

∫ rL

a

rNe(r)
√

r2−a2
dr +

∫ rG

a

rNe(r)
√

r2−a2
dr

=

[∫ rL

a
+

∫ rG

a

]
rNe(r)
√

r2−a2
dr (2.8)

where a is the impact parameter and Ne(r) is the electron density at radius r. Assum-
ing the electron density at GNSS altitudes is 0 (Ne(rG) = 0), using the substitution ds =

(r/
√

r2−a2)dr and integrating Equation 2.8 by parts gives

S T ECi = Ne(rL)
√

(r2
L−a2)−

[∫ rL

a
+

∫ rG

a

] √
r2−a2 dNe(r)

dr
dr (2.9)

The derivative of Equation 2.9 with respect to the impact parameter, a, gives our required
∂S T EC/∂a:

∂S T ECi

∂a
= −

Ne(rL)a√
(r2

L−a2)
+ a

[∫ rL

a
+

∫ rG

a

] dNe(r)
dr

√
r2−a2

dr. (2.10)

Finally, note that the integral in Equation 2.10 is f 2
i /κ times the standard approximate 1D

bending angle at the impact parameter a, αi:

αi(a) = −2a
∫ ∞

rt

dni
dr

ni
√

(nir)2−a2
dr (2.11)

assuming spherical symmetry and where ni is the refractive index and rt is the tangent height
of the ray path [HC15]. The refractive index is often approximated by

ni ≈ 1 + 10−6Nn(r)−
κNe(r)

f 2
i

, (2.12)

where Nn is the neutral refractivity.

2.5 Example Results

Using example observational data from Universitat Politécnica de Catalunya (UPC), Figure
2.3, and the 1D-Var assimilation code from ROPP gives the assimilation analysis, xa, plotted
in Figure 2.4. The analysis parameters, compared to the background are shown in Table
3.1. Both a one- and two-layer Vary-Chap layers are included. In both cases the F2 layer
parameters are very similar, with the peak density an order of magnitude lower in the analysis
compared to the background.

Figure 2.4 shows the profiles generated from these parameters as well as, in green, the Abel
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Table 2.1: Background and analysis parameters for the one and two-layer Vary-Chap.

Parameters
NmF2 hmF2 H0,F2 kF2 NmF1 hmF1 H0,F1 kF1

Background 1-Layer 2×1012 300 50 0.15
Analysis 1-Layer 1.48×1011 316 47 0.02

Background 2-Layers 2×1012 300 50 0.15 5×1011 170 30 0.05
Analysis 2-Layers 1.56×1011 316 48 0.06 3.2×1010 156 22 0.36

transform of the observations for comparison [SSRH99]). Clearly the analysis output from
the 1D-Var provides a result very close to that of the Abel transform. Structure below 150
km is not present at all in the one-layer Vary-Chap, as expected. The two-layer Vary-Chap
provides a very close approximation to the Abel transform, reconstructing the trend of the
observations below 150 km.

Figure 2.3: Example ∂S T EC/∂a observation courtesy of UPC.

Additionally, it is interesting to see how the 1D-Var performs in the observation space, rather
than state space. In Figure 2.5 the improvement of both the one- and two-layer Vary-Chap
models is clear. However both models underestimate the bending angle values at approx-
imately −1× 10−4, the background model actually represents this value very well, but ap-
proximately 100 km too high.

The additional structure in the observations below 100 km is likely noise in the observations.
Whilst in Figure 2.4 through the Abel transform this suggests the presence of an E-layer, it is
not clear how much signal is present at these lower altitudes. For example, Figure 2.6 shows
the observations from a different example file, plotted on a log scale to highlight the differ-
ences. Here it can be seen that the sub-150 km structure seems much noisier, with no obvious
E-region. The amount of signal available in these lower altitudes is further investigated later
in this report.
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Figure 2.4: Example post-assimilation results using the data shown in Figure 2.3.

Figure 2.5: Example post-assimilation results using the data shown in Figure 2.3 in the
observation space.
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Figure 2.6: A second example of the 1D-Var analysis.
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3 Model Developments
3.1 Additional Layers

The 1D-Var Vary-Chap model described in Section 2 has been written in FORTRAN. During
this Visiting Scientist position the model has been written into Python and fully vectorized
(a direct re-coding of the FORTRAN ran very slowly). Additionally the option of including
additional layers has been included, for example one for each ionospheric layer (D, E, F1
and F2). An additional layer can be added to the topside of the ionosphere to account for the
systematic underestimate of the Vary-Chap model above hmF2 [dSPTHP+19]. The shape of
various multi-layer Vary-Chap profiles using the parameters in Table 3.1 are shown in Figure
3.1.

Table 3.1: Default Vary-Chap Parameters for up to 5-layers

Parameters
NmF2 (e−/m3) hmF2 (km) H0 (km) k

D-Region 2×108 70 5 0.05
E-Region 5×1010 110 20 0.05
F1-Region 5×1011 205 30 0.05
F2-Region 2×1012 300 50 0.15
“Topside" 3×1011 500 250 0.5

Figure 3.1: Example of up to five layer Vary-Chap profiles with the parameters given in
Table 3.1.

The resulting five-layer Vary-Chap model provides an excellent approximation to the iono-
sphere, with a realistic looking E and F1 region. Using a fifth layer for the topside addresses
the underestimation as highlighted by [dSPTHP+19]. In practice the addition of the D-region
layer has very little impact on the overall profile. Figure 3.2 shows the difference between the
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five- and four-layer versions (excluding the D-region). The maximum difference is approxi-
mately 2×107, more than three orders of magnitude smaller than the D-region densities.

Figure 3.2: Difference between including, or not, the D-Region layer in the Vary-Chap mod-
els.

Whilst adding layers seemingly improves the overall shape of the ionosphere, this is done
at a trade off of both computational time and number of iterations required for the 1D-Var
to converge. These values are summarised in Table 3.2. Note that the maximum number of
iterations was set to 50, and if this limit was reached then the process quit and it was recorded
that the process failed to converge.

Table 3.2: Average time per iteration, along with percentage of observations which converge
and statistics of the rate of convergence for up to five Vary-Chap layers

Time per iteration
(seconds)

Observations which
converged

Mean
Std. Dev. Iterations

1 layer 0.99 98.6%
16.2
7.1

2 layers 2.22 85.5%
34.1
8.0

3 layers 4.06 66.7%
28.1
9.1

4 layers 6.72 65.2%
28.7
9.1

5 layers 9.98 58.7%
30.7
11.4

It can be seen from Table 3.2 that the average time per iteration increases as the number
of layers increase. However after an immediate jump in the average number of iterations
when using one- and two-layer models, the average number of iterations for converging
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observations remains fairly steady. This leads to a monotonic increase in the average total
length of time needed for an observation to converge using the 1D-Var, Figure 3.3. However,
the percentage of observations which converge continually decreases as the number of layers
increases. From a high of 98.6% with just one-layer to only 58.7% with five-layers. This trade
off must be considered when investigating the statistical performance when using a different
number of layers in the analysis.

Figure 3.3: Average time taken per iteration (blue) and total length of time for an observation
to converge (red).

3.2 Background Estimates

In this implementation of a 1D-Var system the background values which are used as an initial
guess for the iteration process rather than an estimate for the analysis to be combined with
the observations. For example, using further observational data from UPC, with a one-layer
Vary-Chap and a variety of background parameters gives the analysis results, in the given
number of iterations, shown in Table 3.3.

What is clear from Table 3.3 is that varying the background parameters has almost no impact
on the final analysis (the only difference at all is in the third block with an H0,F2 value of 49.9
where in all other instances it is 50.1). The main difference between varying the impact pa-
rameter is the difference on the number of iterations required to arrive at the analysis results.
This varies from 14 iterations to 6. This suggests that an improved background guess will re-
duce the number of iterations required for the model to converge. The ROPP implementation
uses the fixed values as given in Table 3.1.

Noting this increased performance from a more accurate background guess, a new model for
these parameters is defined below.
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Table 3.3: Background and analysis parameters for a one-layer Vary-Chap with different
background conditions.

Parameters

NmF2 hmF2 H0,F2 kF2
Number of
iterations

Background 2.00×1012 300 50.0 0.15
9

Analysis 5.66×1011 244 50.1 0.14

Background 7.00×1011 300 50.0 0.15
11

Analysis 5.66×1011 244 50.1 0.14

Background 7.00×1011 250 50.0 0.15
6

Analysis 5.66×1011 244 49.9 0.14

Background 2.00×1011 300 50.0 0.15
14

Analysis 5.66×1011 244 50.1 0.14

3.2.1 NmF2 Model

NmF2, the peak density of the F2-layer, is dependent on a number of factors including geo-
graphical longitude (lon; in degrees), latitude (lat; degrees), time (UT ; hours), season/day of
year (DOY) and solar activity. A number of approaches can be used to described solar activ-
ity, for this simple model the sunspot number (S S N) is used. It is assumed that NmF2 varies
independently with these parameters, an approach used by a number of empirical NmF2
models [JHM11, KCL+09, KMW06]:

NmF2 = f1(lon) f2(lat) f3(UT ) f4(DOY) f5(S S N). (3.1)

The five functions shown in Equation 3.1 are expanded below. The longitudinal component
is best described by at least a four-order trigonometric function to account for the wave-4
longitudinal variation [HLWW11]. However since this model is only to be used to provide
initial guesses a key requirement is ease and computational cheapness. To this end the longi-
tude and latitude components are described by simple identities:

f1(lon) = a1 +

(
a2 cos

(
a3

2πlon
360

)
+ a4 sin

(
a5

2πlon
360

))
(3.2)

f2(lat) = b1 +

(
b2 cos

(
b3

2πlat
180

)
+ b4 sin

(
b5

2πlat
180

))
(3.3)

The universal time component is given as the sum of two trigonometric functions to capture
the diurnal and semidiurnal variation [JHM11] also included a third term to account for the
terdiurnal terms). Similarly the day of year is the sum of two trigonometric functions since
the main seasonal components of electron density are annual and semi-annual:
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f3(UT ) = c1 +

2∑
i=1

[
c2,i cos

(
c3,i

2πUT
24

)
+ c4,i sin

(
c5,i

2πUT
24

)]
(3.4)

f4(DOY) = d1 +

2∑
i=1

[
d2,i cos

(
d3,i

2πDOY
365.25

)
+ d4,i sin

(
d5,i

2πDOY
365.25

)]
(3.5)

Finally, the measure of solar activity, sunspot number (available from [SIL21]), is described
by a quadratic relationship (as is similarly done for F10.7 by e.g. [CL10])

f5(S S N) = e1 + e2S S N + e3S S N2. (3.6)

The resulting NmF2 model, Equation 3.1, is therefore a combination of 31 coefficients.

3.2.2 hmF2 Model

hmF2, the height of the F2 peak density, in the same way as NmF2 is dependent on the
longitude, latitude, time, season and solar activity. As such the hmF2 model is described in
exactly the same way as the NmF2 model in Section 3.2.1

hmF2 = g1(lon)g2(lat)g3(UT )g4(DOY)g5(S S N). (3.7)

Where

g1(lon) = α1 +

(
α2 cos

(
α3

2πlon
360

)
+α4 sin

(
α5

2πlon
360

))
(3.8)

g2(lat) = β1 +

(
β2 cos

(
β3

2πlat
180

)
+β4 sin

(
β5

2πlat
180

))
(3.9)

g3(UT ) = γ1 +

2∑
i=1

[
γ2,i cos

(
γ3,i

2πUT
24

)
+γ4,i sin

(
γ5,i

2πUT
24

)]
(3.10)

g4(DOY) = δ1 +

2∑
i=1

[
δ2,i cos

(
δ3,i

2πDOY
365.25

)
+δ4,i sin

(
δ5,i

2πDOY
365.25

)]
(3.11)

g5(S S N) = ε1 +ε2S S N +ε3S S N2. (3.12)

The parameters α j,β j,γ j, δ j, ε j are coefficients determined during the fitting of this empirical
model.

3.2.3 NmE Model

The peak density of the ionospheric E-region, NmE, is well modelled by a simple function
based on the a seasonal relationship with F10.7 and solar zenith angle χ [LK97, NCR08]:
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NmE =
ae

80.616

√
F10.7 cos0.6(χe f f ) (3.13)

where ae is a seasonal term given by [NCR08] and χe f f is the effective solar zenith angle
given by

χe f f =

χ, if χ ≤ 86.23o

90−0.24e20−0.2χ, otherwise
(3.14)

Where F10.7 in Equation 3.13 is the measure of the 10.7 cm flux from the Sun. It is related
to the SSN as used in the previous sections by

S S N =
√

167273 + (F10.7−63.7)1123.6−408.99. (3.15)

3.2.4 hmE Model

Across a range of models including NeQuick ([NCR08]) and the Ionospheric Reference
Model (IRI; e.g. [BR08]) hmE, the height of the E-region peak density, is usually set to a
fixed height. In this model

hmE = 110 km (3.16)

as per the updated NeQuick model from [AEH18].

3.2.5 NmF1 Model

The critical density of the F1-layer, NmF1, is defined in this model, as in NeQuick [NCR08],
in terms of the critical density of the E-Region. Specifically

NmF1 = 1.96NmE. (3.17)

3.2.6 hmF1 Model

The height of the critical density of the F1-layer, hmF1, is also usually defined in terms of
both hmF2 and hmE:

hmF1 =
hmF2 + hmE

2
. (3.18)

3.3 Using the New Background Model

Table 3.3 demonstrated the impact of the background model values on the number of iter-
ations needed to converge to a solution with the 1D-Var. Rather than using a fixed set of
values for the initial guesses for the Vary-Chap layers but instead using values from the
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model described in Section 3.2 has a major impact on the iteration rate and the total number
of successful convergences, Table 3.4. The left-hand side of the table presents the same in-
formation as in Table 3.2 with the new values using the background model on the right-hand
side.

Table 3.4: Percentage of observations which converge and statistics of the rate of conver-
gence for up to four Vary-Chap layers with different background conditions.

Background using
Table 3.1

Background using model
from Section 3.2

Observations which
converged

Mean
Iterations

Observations which
converged

Mean
Iterations

1 layer 98.6% 16 99.3% 11
2 layers 85.5% 34 92.7% 27
3 layers 66.7% 28 79.4% 25
4 layers 58.7% 31 72.8% 28

The four-layer Vary-Chap model in Table 3.4 is an E-, F1-, F2- and topside-layer model.
The D-region is excluded as it has very little impact on the overall results (see Figure 3.2).
It can be seen from Table 3.4 that using the new background model not only reduces the
average number of iterations required for convergence in each case but also improves the
overall percentage of observations which do converge. The average reduction in the number
of observations is 4.5 iterations and the increased percentage of observation convergence
means that all test versions of the model have at least a 70% convergence rate (improved
from just 58.7%).

3.4 Observation Readers

The ROPP (Section 2) implementation of the 1D-Var code includes a reader for observational
data from UPC (which has been written into Python during this project). During this project,
additional code has been developed to read a wider set of datasets.

3.4.1 COSMIC-2

The FORMOSAT-7/COSMIC-2 constellation is a constellation of six identical satellites in a
low inclination orbit at a nominal altitude of 520-550 km with an inclination of 24o [AS19]. It
follows the successful COSMIC-1 program, which launched in April 2006. The COSMIC-
2 constellation’s primary aim is to observe the atmosphere from an equatorial orbit using
RO, supporting operational global weather prediction, tropical weather and climate research,
space weather forecasting, and ionospheric research. Data from the COSMIC-2 mission is
made available each day at 0200 UTC at https://data.cosmic.ucar.edu/gnss-ro/cosmic2/nrt/.

3.4.2 Spire Global

Spire Global currently operates a fleet of more than 110 CubeSats, the second largest com-
mercial constellation by number of satellites, and the largest by number of sensors. The
satellites are integrally designed and built by Spire themselves from Glasgow in the UK and
its European headquarters in Luxembourg, with the capacity to build up to two satellites per
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week. The satellites, designed for RO observations are 3U CubeSats which are three-axis
stabilised. A day of example data files can be downloaded from the Spire website [UK"21],
the TEC and associated signal-to-noise ratio (SNR) is shown in Figure 3.4.

The satellites are placed in low-Earth orbit (generally around 500 km so that they naturally
de-orbit) at various inclinations, including equatorial, sun-synchronous and inclinations in
between, which gives global coverage and the ability to listen to every spot on Earth more
than 100 times per day. They are scheduled to be retired and replaced every two to three
years.

The Spire’s own global ground station network provides timely data that is processed by
Spire to produce high-value information products and made available through their customer
API.

An example of using Spire data in this 1D-Var system is shown in Figure 3.5. Figure 3.5a
shows the ∂S T EC/∂a observations, the background guess (in blue) and the analysis (in red)
using a single, F2, layer. The resulting analysis provides an excellent match to the data, and
shows a large change from the background estimate. Figure 3.5b shows the same results but
in electron density space. Furthermore an Abel Transform of the data is over plotted (green)
for comparison. The analysis closely agrees with the Abel Transform results up to the peak
(∼ 300 km) but then gives larger electron density values in the topside compared to the Abel.

3.4.3 NeQuick

NeQuick 2 is an ionospheric electron density model developed at the Aeronomy and Ra-
diopropagation Laboratory (now Telecommunications/ICT for Development Laboratory) of
the Abdus Salam International Centre for Theoretical Physics (ICTP), Trieste, Italy, and at
the Institute for Geophysics, Astrophysics and Meteorology (IGAM) of the University of
Graz, Austria [NCR08]. It is a climatological model of the ionosphere and the International
Telecommunication Union Radiocommunication Sector (ITU-R) standard. It has been de-
signed to have continuously integrable vertical profiles which allows for rapid calculation
of the TEC for trans-ionospheric propagation applications. Between 100 km and the peak
of the F2 layer, NeQuick uses an electron density profile based on five semi-Epstein layers
[Eps30, Raw83] with modelled thickness parameters. Three profile anchor points are used:
the E layer peak, the F1 peak (if present) and the F2 peak. The anchor points are defined in
terms of the standard ionosonde parameters foE, foF1, foF2 and M(3000)F2 and the URSI
coefficients are often used. A semi-Epstein layer represents the model topside with a height-
dependent thickness parameter that has been empirically determined. NeQuick can be run
up to a height of 25000 km, and is used in the Galileo GNSS system to calculate ionospheric
corrections [AGG+13].

For use in this 1D-Var system NeQuick has be used to generate simulated data. Both a 1D-
version of NeQuick (where the electron density is constant in latitude and longitude) and a
full 3D-version (as described in [AEH18]) have been used to create simulated results from
realistic RO geometries (Figure 3.6). The resulting ∂S T EC/∂a profiles are shown in Figure
3.7. Overall both the 1D and 3D give similar results, with most of the additional structure
appearing in the 3D version below 100 km. This is explored further in Section 3.5.
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3.4.4 AENeAS

The Advanced Ensemble electron density (Ne) Assimilation System (AENeAS; [EA19]) is
a state-of-the-art physics-based data assimilation (DA) model of the upper atmosphere. AE-
NeAS uses a localised ensemble transform Kalman filter (LETKF) to convolve ionospheric
and thermospheric parameters, such as electron density, with modelled output from its back-
ground model, the Thermosphere Ionosphere Electrodynamics General Circulation Model
(TIE-GCM) [QBE+14] and NeQuick [NCR08]. AENeAS has been shown to have excellent
performance compared to independent observations [EA19, DE20].

Similarly to NeQuick-3D, AENeAS is a 3D model and so can only be used to simulate data
through realistic RO geometries. Figure 3.8 shows observation data as well as the simulated
data along the same ray paths from AENeAS and NeQuick-3D. From this it can be seen that
AENeAS does a good job capturing the minima at ∼ 300 km but both AENeAS and NeQuick
underestimate the altitude of the peak (∼ 100 km rather than ∼ 180 km and overestimate its
magnitude.
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(a) Example Spire TEC observations

(b) Example Spire Signal-to-Noise Ratio

Figure 3.4: Example Spire Data downloaded from Spire Website. Figure 3.4a shows the TEC
observations and Figure 3.4b the associated Signal-to-Noise Ratio for L1 and L2.
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(a) Results of using the example Spire data (Figure 3.4) with the 1D-Var
system.

(b) Same as 3.5a but in electron density space, with the Abel Transform of
data shown for comparison.

Figure 3.5
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.

Figure 3.6: Cartoon of how simulated RO geometries are created using NeQuick from Lyu
et al. (2019)

Figure 3.7: Simulated data using a 1D and 3D version of NeQuick.
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Figure 3.8: Simulated data from AENeAS and NeQuick-3D, observational data for the same
RO geometries is shown for comparison.
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3.5 Observation Uncertainty

In the ROPP implementation of this 1D-Var retrieval the observational error is set to a fixed
error of 2 µrad for all altitudes. Accurate estimation of the uncertainty of the observations is
crucial to ensure the observations are not over fitted. In general it is difficult to estimate the
uncertainty of observations, since in most cases there is no additional, independent, reference
truth.

In this work, as well as errors from the observations themselves, there are clearly errors
generated from a 1D-retrieval compared to a full 3D-retrieval (e.g. Figure 3.7). These errors
between a full 3D and simple 1D retrieval will depend on location, time of day and solar
conditions. To estimate these errors RO geometries from 145 Metop-SG full occultations
have been simulated through the 1D-NeQuick and 3D-NeQuick at four different solar activity
levels: F10.7 = 80, 30, 180, 230. For each altitude the absolute mean error across all simulated
occultations is then found, e.g.

ε(h) =

∣∣∣∣∣∣∣ 1
580

580∑
i=1

(N3D
i (h)−N1D

i (h))

∣∣∣∣∣∣∣ (3.19)

where ε is the error, h a particular altitude, N3D(h) is the value of the 3D-NeQuick model
at height h, N1D(h) the altitude of 1D-NeQuick and there are 580 values to average over
since there are 145 RO geometries, each sampled through the ionosphere at four different
activity levels. To ensure that “rare” geometries, such as occultations which cross through
the day/night terminator, do not swamp the errors any outliers at each altitude are removed.
Outliers are defined as any value which is less than 1.5 times the interquartile range (IQR) of
the first quartile (Q1) of data or greater than 1.5 times the IQR of the third quartile (Q3), i.e.
only data, d, in the range

Q1−1.5IQR ≤ d ≤ Q3 + 1.5IQR (3.20)

is kept at each altitude.

The profile resulting from applying Equation 3.19 is shown in Figure 3.9. The red vertical
line at 2 µrad is the default error used in ROPP. Figure 3.9 shows that 2 µrad is an excellent
single value error to use (the overall average error is 2.04 µrad), however it is obvious the
error is height dependent.

Rather than directly using the average errors from Figure 3.9 since they will be subject to
sampling errors themselves a polynomial has been fitted to the data which can then be used
in the 1D-Var. Figure 3.10 shows the residual sum of squares (RSS) error between a least-
squares fitted polynomial of degree 2 to 16 compared to the data. The RSS error is defined
as

RS S =

n∑
i=1

(xi− f (xi))2 (3.21)

where xi is the ith variable to be predicted and f (xi) is the predicted value of xi.

As expected, as the order of the polynomial increases the residual error decreases. The
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Figure 3.9: Absolute mean error of RO geometries between using a 3D and 1D ionosphere.

Figure 3.10: Residual sum of squares error between order 2 to 16 polynomial fits and the
data.

biggest improvement in performance is between using an order 3 (cubic) polynomial and
order 4. However noticeable improvements continue up until order 9 polynomials. Figure
3.11 shows the results of fitting an order 2 (quadratic) function (the simplest) and an order 9
polynomial to the data.

These polynomials are described by the expressions in Equation 3.22.
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Figure 3.11: Absolute mean error of RO geometries between using a 3D and 1D ionosphere
with an order 2 and order 9 polynomial fitted to the data.

x2 = (−3.48×10−11)y2 + (1.26×10−8)y + (1.78×10−6)

x9 = (5.77×10−27)y9− (1.26×10−23)y8 + (1.14×10−20)y7

− (5.51×10−18)y6 + (1.53×10−15)y5− (2.46×10−13)y4

+ (2.15×10−11)y3− (8.53×10−10)y2 + (9.40×10−9)y

+ (2.29×10−6)

(3.22)

Example 1D-Var results using the three options for the observational errors are shown in
Figure 3.12. It can be seen that each of the three different observation error models provide,
at least slightly, different results. The fixed rate 2 µrad error and the order 2 polynomial error
perform very similarly. The order 9 polynomial error profile provides a significantly different
result, which is closer to the underlying observations. However use of the order 9 polynomial
introduces significant risk to the numerical stability of the code and, as will be demonstrated
in Section 4, only provides minimal improvement to the retrieval.
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Figure 3.12: Example 1D-Var analysis results using a fixed observation error, an order 2
polynomial fit and an order 9 polynomial fit error.
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4 Statistical Performance of the 1D-Var Retrieval
4.1 Introduction

To undertake a rigorous statistical analysis of the 1D-Var retrieval technique two things are
needed:

1. a comparison to independent observations,

2. sufficient retrievals to reduce uncertainty in the analysis.

4.1.1 RO Observations

The current most abundant, and freely available, source of RO observations is from the
COSMIC-2 satellites (see Section 3.4.1). To perform a rigorous statistical analysis of the 1D-
Var retrieval technique all available Level 1B (TEC observations) and Level 2 (ionospheric
profiles) products from 2020 have been used [COS19]. For COSMIC-2 the calibrated TEC
data is derived from the L1 and L2 phase differences, which is then calibrated using the
method described in CDAAC [SSS20].

In total there are 1,838,920 Level 1B occultations (each containing several hundred TEC
observations) and an associated 966,358 Level 2 derived ionospheric profiles available to
download in 2020.

4.1.2 Independent Observations

By stepping through a range of HF frequencies transmitted vertically upwards and measur-
ing the return echoes ionosondes can image the vertical profile of the ionosphere up to the
peak density. These observations are both widely assimilated by ionospheric models and also
commonly used as reference observations (often incorrectly called ‘truth’) for comparative
studies e.g. [FAJB+11, EAN14, EAC+17, STS11].

Ionosonde observations (profiles) from within 200 km of the location of the occultation have
been used to validate both the COSMIC-2 profile reconstruction as well as the 1D-Var re-
trieval. [LLL+20] and [CZB+21] have previously validated the COSMIC-2 profiles, in terms
of peak density/height, by comparison to ionosonde profiles at eight locations across one
month in late 2019 and two months in early 2020 respectively. The [LLL+20] study resulted
in the comparison of 135 RO profiles and the [CZB+21] study used ~2200 profiles. In this
work every RO profile within 200 km of an ionosonde with available data is considered. This
set of data is further reduced to try and account for errors in the reference observations. In
general ionosonde profiles are autoscaled to get the true heights, but this can, and does, give
rise to “autoscaling errors”. The best way to overcome these errors is to manually scale the
ionograms (as was done in [LLL+20]), however that is a time consuming process. Another
way to address the problem is by looking at the confidence scores that autoscaling software,
such as ARITST [GKK+08], uses to assess the success of the inversion. Here only profiles
with maximum confidence (100) have been used. That results in 10,935 profiles. However, as
can be seen in Figure 4.1, even profiles with the maximum confidence score can still contain
errors. The profile in black in the figure is considered a ’sensible‘ profile whilst the others
contain a variety of (potential) errors.
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Figure 4.1: Example electron density profiles from ionosonde observations which have been
given the maximum confidence score from the autoscaling software. The profile in black is
an example of a well inverted profile (and a maximum confidence score is expected). Non-
black profiles provide evidence that a large confidence score does not result in an accurate
inversion.

To address this issue, each of the ionosonde profiles have been examined and removed from
the analysis if they contain obvious errors. Overall this results in 10,612 profiles which are
used in the analysis. The number of observations are summarized in Table 4.1.

Table 4.1: Number of COSMIC-2 profiles analysed

Total occultations 1,838,920 100.0%
Of which have associated profiles 966,358 52.5%
Of which have nearby ionosonde observations 10,935 0.59%
Of which do not contain obvious autoscaling errors 10,612 0.58%

4.2 Analysis Results

Initial analysis of the 1D-Var retrieval, in a similar approach to [LLL+20], is to look at the
performance of the F2 peak in terms of density and altitude compared to the ionosondes.
These results can then be compared to the COSMIC-2 electron density profiles. However,
before looking at the statistical performance of the two approaches, some quality control
(QC) of the peak parameters is required.

An easy first approximation to find the F2 peak parameters is to take the maximum density
of the electron density profile and associated altitude. The resulting probability density plots
are shown in Figure 4.2: 4.2a the maximum density and 4.2b the associated altitudes of those
densities. By comparing the COSMIC-2 height of maximums to the probability distribution
function of hmF2’s using data from the Chilton, UK ionosonde between 2000 and 2019,
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Figure 4.3. It is clear that the main bulk of the distributions agree closely, however the second
and third peaks centred at 100 km and just greater than 0 in the COSMIC-2 data are likely
not actually hmF2 values. These likely included both observations of sporadic-E and other
errors in the COSMIC-2 profiles (Figure 4.4). In this analysis hmF2 values are defined to
be between 200 km and 500 km, if a value is outside of this range it is excluded from the
analysis.

(a) COSMIC-2 maxmimum densities.

(b) COSMIC-2 height of maximum densities.

Figure 4.2: Histograms of COSMIC-2 maxmimum densities and associated heights.
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Figure 4.3: Probability distribution function of COSMIC-2 maximum densities overlayed
with hmF2 data from Chilton, UK ionosonde using data from 2000 to 2019.

Figure 4.4: Sample of COSMIC-2 electron density profiles.

4.2.1 Statistical Performance

To provide a statistical comparison between the F2 peak parameters the relative percentage
error (∆X(%) = 100(X−Xionosonde)/Xionosonde) of the specification of both NmF2 and hmF2
between these ionosonde observations with both the 1D-Var retrieval with up to four-layers
and COSMIC-2 retrieval is shown in Table 4.2.

From these results you can see that the 1D-Var retrieval outperforms COSMIC-2 when using
three or four layers. There is a 7% absolute error in the COSMIC-2 retrieval of NmF2 (which
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Table 4.2: Statistical performance of retrieving NmF2 and hmF2 from the 1D-Var compared
with COSMIC-2

COSMIC-2
1D-Var

1 Layer 2 Layers 3 Layers 4 Layers

NmF2 7.0% -14.8% -10.6% -5.3% -4.2%
hmF2 2.6% 1.3% 0.7% -0.1% -0.1%

is consistent with the results of [CZB+21]) compared with -5.3% and -4.2% when using 1D-
Var with three and four layers respectively. However, when only using one-layer the 1D-Var
has a -14.8% error in the retrieval of the parameter. For hmF2 the COSMIC-2 error is 2.6%
and all versions of the 1D-Var retrieval result in a smaller error decreasing from 1.3% to just
-0.1%. However it should be noted that the autoscaled hmF2 errors can be large (∼ ±10%)
and this should be kept in mind when comparing the parameters.

A more detailed view of how the number of layers improves the F2 specification can be seen
by looking at histograms of the data, Figure 4.5.

Figure 4.5: Left hand plot shows histogram of COSMIC-2 and a one-layer 1D-Var retrieval
errors for NmF2 compared to ionosonde observations. Right hand plot shows overlayed the
results of the two, three and four-layer outputs.

Whilst the individual, histograms on the right hand side of Figure 4.5 are quite difficult to
differentiate between the overall trend of the reduction of mean and spread of the error with
increasing number of layers is clear.

4.2.2 Bottomside Profile

Whilst the F2-peak is an important parameter and a good indicator of how well the 1D-
Var retrieval is working, the reason behind using the Vary-Chap layers is to reconstruct the
full ionospheric profile. To assess the bottomside performance all of the ionospheric profiles

39 of 48



Ref: SAF/ROM/DMI/REP/VS/39
Version: 1.0
Date: January 2022

ROM SAF CDOP-3
Visiting Scientist Report 39

(from the ionosonde, COSMIC-2 and the 1D-Var) are interpolated onto the same altitude
grid, at 1 km resolution, and the root mean square error (RMSE) at each altitude is then
calculated. The resulting RMSE altitude profile is shown in Figure 4.6.

Figure 4.6: Root mean square error (RMSE) altitude profiles for COSMIC-2 and the 1D-Var
retrieval with only an F2 layer (blue), F2+F1 layers (orange) and F2+F1+E+Topside layers
(green) compared to ionosonde observations.

This shows that the 1D-Var retrieval with one-layer (F2) performs very similarly to the
COSMIC-2 profiles throughout the bottomside. Above 225 km there is no statistically signif-
icant differences in the results. However when using two layers (F2+F1) this is an improve-
ment in specification around the F2 peak (approximately 230 km). There is a small, almost
constant offset, in improvement over the one-layer model below 200 km, but this is still
significantly worse than the COSMIC retrieval. The four-layer (F2+F1+E+Topside) 1D-Var
retrieval shows an excellent performance throughout the altitude range, with an improvement
over COSMIC-2 by approximately 40%.
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5 Conclusions and Recommendations
5.1 Conclusions

This visiting scientist project has taken the draft Radio Occultation Processing Package
(ROPP) 11.0 FORTRAN code for a 1D-Var bending angle retrieval of the ionospheric pro-
file using Vary-Chap functions, further developed it and statistically analysed the results.
The new code has been written in Python, delivered to the ROM SAF, and the main model
developments have been:

• Use of up to five Vary-Chap layers (D, E, F1, F2 and topside) for the retrieval

– Quantify the increase run time for different number of layers,

– Quantify the decrease in convergence rate.

• Develop a new, lightweight, peak parameter (NmF2, hmF2, NmF1, hmF1, NmE and
hmE) model for the initialisation of the 1D-Var retrieval

– Demonstrated an improvement in number of retrievals to successfully converge,
and in the time taken to do so

• Enabled the use of new data RO data sources:

– COSMIC-2,

– Spire Global,

– Simulated data through 3D-models (e.g. NeQuick and AENeAS).

• Developed two (2nd and 9th order) altitude varying uncertainty estimates for the as-
similation.

With these model developments the 1D-Var retrieval has been compared with the COSMIC-
2 profile retrieval using nearby ionosondes as independent observations. Using all available
data from 2020 it has been shown that:

• The COSMIC-2 NmF2 has less error than the 1D-Var when using one or two Vary-
Chap layers.

• The 1D-Var NmF2 is more accurate than the COSMIC-2 profiles when using three or
four Vary-Chap layers.

• The 1D-Var provides a more accurate hmF2 for all layers.

• The root mean square error for the whole bottomside profile for a one-layer 1D-Var
and COSMIC-2 is statistically similar.

• The root mean square error for the bottomside profile using a four-layer 1D-Var re-
trieval is significantly better than COSMIC-2’s.
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5.2 Recommendations

This work has provided evidence that the absolute ionospheric profile can be retrieved di-
rectly from the assimilation of bending angles, without the need for an estimate of differential
code biases.

There are a number of subsequent research questions which should be investigated. In terms
of further statistical analysis, further work on the model topside should be undertaken. The
addition of a fourth topside layer has demonstrated improvement in specification of the whole
bottomside of and the F2 peak density. The topside of the profile has not been investigated
since the ionosonde observations rely heavily on their own mathematical models for that
region. Instead other observations such as in-situ electron densities and/or incoherent scatter
radar (ISR) observations could be use for independent validation of the approach, especially
for the topside. Further model developments should also look to decrease the model run time
when using four-layers and improve the criteria for success or failure when checking for
convergence.

The usefulness of this approach should be demonstrated by using the ionospheric profile
retrieval in an existing data assimilation scheme where traditionally DCBs have been re-
quired, such as the Advanced Ensemble electron density (Ne) Assimilation System (AE-
NeAS) [EA19].
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