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1 Introduction

Thinning is generally part of a long sequence of operations performed on data before it be-

comes useful. Thinning aims to reduce the amount of data without reducing the information

content. In the case of radio occultation the preprocessing involve also: a smoothing and a

statistical optimisation. The latter has been thoughtfully analysed by Healy (2001) and will be

not further discussed in this report which is devoted to the analysis of the thinning strategies,

of their differences and of their specific advantages. As we will see later, smoothing is neither

necessary nor sufficient to thin the data. The two processes are theoretically separate and

are usually joined together only for practical purposes.

1.1 Requirements

The implemented thinner must:

• reduce data volume with minimal loss of information content

• not introduce any artifact such as vertical correlations

• allow BUFR encoding such that message lengths are compatible with dissemination

over the GTS, In practice this means messages less than 15,000 bytes

• run quickly and add no significant overhead to the encoding itself — i.e. proces in a

profile in seconds (or less) rather than minutes

• output on fixed levels, preferably those defined in Chapter B

• be flexible enough that different sets of arbitrary levels can be user-defined

• implement alternative, user-selectable methods

1.2 Aim of the document

In the case of GPS radio occultation (RO), data tends to be oversampled in respect of the

actual resolution and information content of the dataset. Although this approach offers sev-

eral technical advantages, it also unnecessarily increases the bandwidths for transmission,

2
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storage volumes and the computational needs of NWP centres when assimilating the RO

data.

This GRAS SAF Report aims to present and discuss some possible ways of reducing the

amount of data without loosing information. This operation is normally referred to as thinning.

Because GPSRO are substantially monodimensional (profiles) only 1D data thinning algo-

rithms will be presented here. The multidimensional data thinning, crucial for other satellite

application (such as infrared imagers and microwave profilers) will not be analysed.

3
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2 Methods for mono-dimensional data thinning

2.1 Vertical resolution: constrain due geometry and noise

2.1.1 Geometric optics

A typical GPS bending angle profile contains about 5000 points. This could give an erro-

neous impression on the vertical resolution: ∼60km
∼5000points≈ 30metres, whereas the effective res-

olution of a GPSRO profile is much larger. The first limitation in that sense comes from the

diffraction of the antenna. There is theoretical limit to the vertical resolution of a geometric

optic retrieval. This is defined by the diameter of the first Fresnel zone (Hinson and Magal-

haes, 1991) which is a way of identifying the typical size of the electromagnetic beam. The

concept of Fresnel zone is crucial for telecommunication since the presence of an obstacle

in the 1st zone can significantly reduce the quality of the transmission. For that reason the

first Fresnel’s zone is usually defined as the first of an infinite number of a concentric ellip-

soids, surrounding the main axis of propagation of the radio signal from where a secondary

wave, generated by an obstacle, generates constructive interference at the receiver.

The radius of the Nth Fresnel zone is given by:

RN =

√
N×λ ×D1×D2

D1 +D2
(2.1)

Where N is the order of diffraction (the number of Fresnel zone), λ is the wavelength of

the signal (∼ 20 cm for GPS) and D1 and D2 are the relative distances to the two satellites.

Using the typical values of a GPS occultation we have that the first Fresnel’s zone reduces

the effective resolution to few hundreds meters (Kursinski et al., 1997).

2.1.2 A limit to vertical resolution due to the measurement error

Sampling each Fresnel diameter with few a data points would be more than adequate to

represent all the physically available information in an RO profile, but that is not the only lim-

itation to the effective resolution of the profile. Marquardt and Healy (Marquardt and Healy,

2005) have recently shown that it is the noise in RO data that limits the vertical resolution.
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Furthermore the recent development of more elaborated inversion algorithms has made

a sub-fresnel vertical resolution theoretically acheivable (Jensen et al., 2003; Sokolovskiy,

2001; Gorbunov et al., 2000)

The problem of data thinning is strongly related to the concept of independent pieces of

information as defined in Rodgers (Rodgers, 2000). The basic idea is that only the quanti-

ties whose internal variability is larger the the respective measurement error covariance can

be physically measured. This defines the effective rank of the problem. Usually the natural

variability of the measurement vector is expressed in terms of prior covariance. In more pre-

cise mathematical terms it is possible to say that: the number of independent measurements

made to better than measurement error, which defines the effective rank of the problem, is

equal to the number of singular values greater than one of

S
− 1

2
ε KS

− 1
2

a (2.2)

Where Sε is the measurement covariance and Sa is the background covariance and K is

the forward model. Marquardt(Marquardt and Healy, 2005) has established that a typical

bending angle profile does not contain more then ∼ 250 independent pieces of information.

This represents the number we should keep in mind for the rest of the discussion. The

required set of impact heights used with the ROPP thinning algorithms is given in Chapter B

2.2 Thinning through sampling

The most immediate reason to thin the data is to reduce the cost of processing, storage and

transmission: the use of a lower sampling rate usually results in a cheaper implementation.

Furthermore from the previous section it is clear that it is of no benefit to process more points

than the number of independent pieces of information present in the profile.

Probably the easiest way to reduce the number of data points is to create a sub-sample of

the original dataset. This could be implemented in different ways. The simplest is to reduce

the size of dataset by selecting (or rejecting) one point every N. We refer to this procedure

as constant sampling since the sampling rate remains constant independent of the intrinsic

variability of the profile (see the Glossary). An example of the behaviour of the Constant

Sampling (CS) for different sampling rates is reported in Figure 2.1

In general it would be desirable to increase the sampling rate in the region where most of

the information is concentrated. If for instance a large portion of our unthinned dataset lays

on a striaght line segment [A,B] two points are enough to describe the profile completely. In

the same way a parabola fits the data perfectly, only three data point are necessary and so

on. Unfortunately we do not know in advance whether the profile will be describable by a

6
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Figure 2.1: The reconstructed profile for different sampling rate: the stars indicate the
position of the sampling

first, second or higher order polynomial for a part of it and then we have to rely on different

technique to enhance the sampling in the region of interest. The next section describes in

more detail some potential thinning strategies, their advantages, their disadvantages and

their possible implementation.

7
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2.3 Thinning strategies: advantages and disadvantages

2.3.1 Constant sampling

The zero order approximation, in order to improve the performances of the constant sampling

algorithm, is to have a sampling rate which varies from one dataset to another accordingly

to its intrinsic variability. This means to increase the sampling for profiles exhibiting large

variability and reducing it for more uniform profiles. This has been acheived analysing the

lagged autocorrelation of the first derivative of the dataset (e.g. Figure 2.2). In particular the

optimal sampling rate has been defined as the lag value for which the autocorrelation falls

below a fixed threshold (0.2 in the actual implementation). This approach has been called

Optimal Constant Sampling (OCS) .

Advantages

• OCS is extremely inexpensive to run

• The desired amount of thinning is easy to set

Disadvantages

• The procedure samples with the same sampling rate independently of the presence of

structure in the data

• Areas characterised by large peaks are sampled in much the same way used for more

uniform regions

• The thinned profile is produced on verticals level which vary from one case to another

2.3.2 Incremental sampling

OCS is indeed a better approach then the fixed sampling there is still space for improve-

ments. The autocorrelation is a global evaluation of the statistical properties of the dataset.

Any attempt to derive the sampling rate from a global measure of variability will end up in

oversampling the more uniform areas and undersampling those characterised by an higher

variability. This tends to be a problem in the lowest part of the profile which is generally

characterised by large gradients in both temperature and humidity and which consequently

tends to exhibits larger fluctuation.

It is clear both CS and OCS perform particularly poorly in the area where the original

data shows the highest variability, (Figure 2.1). The second order approximation is one-

dimensional data thinning is to relate the sampling rate to a local measurement of variability.

8
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Figure 2.2: The correlation of the first derivative of a bending angle profile. The red
dotted line indicate a possible threshold for the sampling step.

An obvious quantity to look at is the second derivative of the data since its absolute value

reaches an extreme (either a maximum or a minimum) on the spikes. This approach, that we

have called Incremental Sampling (IS) , can be conceptually divided into two steps. First a

function of the second derivative of the data in respect to time is calculated, then, using a

threshold for the value of this function, the algorithm evaluates whether to increase or de-

crease the sampling rate. There are many possible methods that can be used to implement

IS. For the test reported in here we have chosen the average, over 10-point windows, of the

absolute value of the second derivative. As shown in Figure 2.3, IS improves the resolution

in areas where most of the structure is concentrated; this improves the reconstruction of the

profile seen in Figure 2.4.

Advantages

• Preserves resolution in stuctually-variable areas

• Although computationally more expensive than CS, IS is still relatively cheap.

Disadvantages

• As for the OCS the output is not defined on a constant set of altitude

• It is harder to define a rejection rate

9
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Figure 2.3: A bending angle profile sampled through a constant and an incremental
sampling procedure

2.3.3 Adaptive sampling

The aim of any sampling procedure is to increase the sampling in regions where most of the

information is supposed to be. If we do not want to use our previous knowledge on the pos-

sible structure of the profile the only possibility we have is to oversample in regions where

the profile shows high variability. In the previous example (IS) this was achieved by increas-

ing the sampling rate where a monotonic function of the second derivative was exceeded a

threshold but the same result can be achieved using other approaches.

The approach to mono-variate data thinning developed by Dyn (Dyn et al., 2000) has

been followed to create an Adaptive Sampling (AS) procedure. In this case the original

profile is divided into sub-samples from which the points are removed one by one. The

first points to be removed are those less significant in some way. In the implementation

that we have tested for this report, the significance of each point has been related to their

unique contribution to the value of the integral. For each sub-sample the complete integral

is compared to the integral of a different subsample from which a data point is selectively

eliminated. Those data points whose removal least alters the overall integral have been

removed. In more mathematical terms, following the notation adopted by Dyn, if we have

10
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Figure 2.4: The dataset reconstructed using the incremental sampling procedure for
different values of the threshold

an interval [a,b] ∈ ℜ and X = (x1, ....xN) is a given sequence of points in [a,b] in ascending

order: a = x1 < x2 < .... < xN < b and suppose that the function f ∈ ℜ is sampled at those

points, the problem of thinning could be expressed as the problem of finding a subset of X

Y = (y1, ....,yn) with n < N such that the linear interpolant L( f ,Y) to the data is close to the

given data in the sense that the error E(Y;X; f ) = max‖L( f ,Y)(x)−F(x)‖ is small compared to

the error of other sub-samples of X of the same size. In our implementation we have adopted

the integral as a general interpolant for the sample. This technique has two advantages: it

is easy to set the thinning fraction (number of point to throw away) and it is computationally

inexpensive. An example of the result obtained with this approach is shown in Figure 2.5.

Advantages

• Although computationally far more expensive than CS, AS is still quite efficient

• The sampling rate changes from on dataset to another

• The sampling rate changes within the same dataset from region to region according to

the profile variability

11
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Figure 2.5: The dataset reconstructed using the adaptive sampling procedure for differ-
ent values of the rejection fraction

Disadvantages

• As in the previous cases the outputs are defined on a set of altitudes which varies from

one profile to another.

12
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2.4 Thinning through interpolation

So far we have described only thinning algorithms based on data sampling. This is theoret-

ically the cleanest way to obtain a reduction in the data since the values of the "observed

points" are not altered. Thinning can also be achieved by performing an interpolation onto a

specific sub-set of altitudes. The Collins English Dictionary has three different definition of

interpolation:

1. to insert between or among others

2. to change by putting in new material

3. to estimate a missing value by taking an average of known values at neighbouring points.

Although most of the readers would agree in finding the third answer to be the most appro-

priate, in a sense all of them are true. Interpolation is a technique which constructs new data

points from a discrete set of known data points. Although in most cases this is a safe opera-

tion, new data are add where there was none before. Interpolation has two main advantage

in respect to sampling: the output can be obtained on a defined set of levels and it easer to

implement a pre-smoothing procedure which can reduce random noise in the original data.

2.4.1 Linear interpolation

Probably the simplest method is linear interpolation. In this case the value of the function f

in a point x∈ [a,b] is, assuming that (a;b) are sampled points,

f (x) =
x−xb

xa−xb
×ya +

x−xb

xa−xb
×yb (2.3)

Linear interpolation is, in general, not very accurate. Furthermore it is not differentiable

since its first derivative is discontinuous. It is possible to demonstrate that the error of a

linear interpolation is proportional to the square of the sampling step. Most of the other

interpolation schemes have errors proportional to higher powers of the sampling interval.

Advantages

• Although more expensive the CS, it is less expensive then the other kinds of interpola-

tion

• The output is defined on a fixed set of altitudes

Disadvantages

• It is not very accurate

• it is not differentiable

13
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2.4.2 Logarithmic interpolation

Logarithmic interpolation is basically the same as linear interpolation except that the values

are first converted to their logarithm, lineraly interpolated, and the interpolated points re-

converted to their natural values. This method is more accurate for quantities which vary

(on the average) logarithmically with height — e.g. bending angle. The advantages and

disadvantages for linear interpolation also apply here.

2.4.3 Polynomial interpolation

Polynomial interpolation is a generalisation of the linear interpolation where the linear in-

terpolant is replaced by a polynomial of higher degree. It is possible to demonstrate (The

Fundamental Theorem of Algebra) that having n different data points it is possible to find

a (n-1) degree polynomial passing through all of them. One of the biggest disadvantage of

polynomial interpolation is that is computationally expensive, especially for large datasets.

Advantages

• Accurate interpolation

• The polynomial interpolation is differentiable everywhere (smooth)

Disadvantages

• It can be very expensive for large datasets

• can produce artifacts around the maxima (Runge’s phenomenon)

2.4.4 Spline interpolation

Spline interpolation is piecewise polynomial interpolation. Instead of looking for a single

polynomial which fits the data exactly, the original dataset is divided into parts for each sub-

sample and a polynomial interpolation is performed using a mean square fit.

Advantages

• As for the full polynomial, interpolation is smooth and accurate

• it is computationally much cheaper than full polynomial interpolation

• Doesn’t suffer the Runge’s phenomenon

Disadvantages

14
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• The accuracy of the interpolation depends on the degree of the polynomial adopted.

15
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2.5 Smoothing

The basic assumption behind any smoothing procedure is that the signal we want to analyse

is slowly varying in respect to a random noise which is supposed to affect it. In that sense,

assuming that the data have not been optimally thinned already (in an information content

sense) there is some redundancy between adiacent points. Any procedure which substitutes

at each point a sort of local average performes a smoothing of the original dataset. This can

expressed as a digital filter whose general form can be written as

gi =
rmost

∑
n=lmost

cn fi+n (2.4)

where lmostand rmost represent the left most and right most point of the averaging window

and cn are relative weights for each point.

One of the most popular and simple approaches to data smoothing is the running or

’boxcar’ average. In this case the function adopted is the average of the n point inside the

window. This means that all cn defined in equation 2.4 have all the same value (unity). This

is a clear disadvantage in the region where the signal exhibits large peaks since although the

first moment (the integral) of the signal remains unchanged, the second moment (the width

of the peak) is affected. Running averages always create peaks which are broader and less

intense then the original dataset.

2.5.1 SG filter: a way to thin and smooth the data coherently

In general, smoothing through a function which preserves the higher moment of the distribu-

tion (in respect to the typical size of the feature we are interested in) is highly desirable. In

their analysis of noisy spectrometric data, Savitzky and Golay developed a technique (Sav-

itzky and Golay, 1964) which meets our requirement. Savitzky-Golay (SG) filtering can be

thought of as a generalized weighted moving average. The weights are given as a polynomial

of a certain degree. When SG is applied to a signal, it performs a polynomial least-squares

fit within the filter window. This polynomial is designed to preserve higher moments within

the data and reduce the bias introduced by the filter. This filter works especially well when

the typical peaks of the signal are narrow. The heights and widths of the curves are generally

preserved.

In the implementation of the ’Yaros’ software, Christian Marquardt has designed a way

to smooth and to thin data in a coherent manner using the SG algorithm. The SG filter

(ng,nl,m) is used in the time domain to reduce the data and — with the same configuration

— to sample every (ng+nl+1)-th points. This is a very good way to achieve both smoothing

16
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and thinning in a coherent manner.

Advantages

• The SG is a good way to achieve both thinning and smoothing in a coherent manner

• SG is very computationally efficient.

Disadvantages

• As for any sampling, the results are no longer defined on a fixed set of altitudes but on

levels which depend on the profile.

An implementation of the SG filter can be found on the web at:

http://www.library.cornell.edu/nr/bookcpdf/c14-8.pdf.

An SG filter is implemented in IDL, as procedure savgol.pro, based on the Savitzky-Golay

Smoothing Filters described in section 14.8 of "Numerical Recipes in C".

2.6 Conclusion

Although the most efficient and elegant way to smooth the data and thin it at the same time is

the adoption of a SG filter with sampling, the output of this procedure is not defined on a fixed

set of altitudes. Having a fixed set is a required feature, since it simplifies the intercomparison

of profiles. ECMWF have stated a strong user requirement for such a feature of GRAS SAF

NRT products in BUFR and prefer the set of impact height levels shown in Chapter B. This

implies that the last step of the thinning procedure has to be an interpolation on fixed altitude

(impact height) levels.

The prefered interpolation procedure would be a cubic spline. The spline does not smooth

data and so it can be preceeded by a SG smoothing filter which optionally can also pro-

duce and accessory uninterpolated output. Examples of the performance various thinning

methods is shown in Figure 2.6
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Figure 2.6: The effect of a quadratic spline interpolation for different thinning approaches
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A Glossary

• Smoothing

An explicit attempt to reduce random noise and which inevitably introduces artifacts.

It has no way to distinguish between real gradient in the dataset and noise. Generally

smoothing also induces vertical correlations. If the behaviour of the smoothing proce-

dure is well characterised it is possible to take account of it in any further processing.

Smoothing does not necessarily imply thinning. It is a destructive operation since the

data values are altered and once the data have been smoothed there is no way to

come back to the original "noisy" profile.

• Thinning

A procedure which reduces the data volume by generic means, whilest trying to min-

imise loss of information. Thinning does not necessarily imply smoothing, and may be

destructive or non-destructive.

• Sampling

A thinning procedure used to identify a sub-set of the original dataset by selecting some

particular points. The sampling rate could be constant (every N-th point) or based

on some statistical property of the dataset itself. Sampling is the basis of any "pure

thinning" algorithm.

• Interpolation

A procedure which evaluates the values of the input (typically the measured parameter)

on a specific set of output levels. If the number of output levels is much smaller then

the number of input data points then the interpolation induces a thinning of the dataset.

In radio occultation the bending angle profile is usually largely over-sampled, in terms

of independent pieces of information available, so interpolation does not significantly

reduce the information content. For the same reason it does not produce excessive

smoothing. Interpolation is destructive as the original profile cannot be recovered. In

the ROPP implementation the raw bending angles are interpolated onto a set of 247

impact heights for encoding into the BUFR format for dissemination over the GTS.

• Statistical optimisation

A variational retrieval of the bending angle profile which assumes an a priori knowledge

derived from climatology Healy and Eyre (2003), of the bending angle profile. This is
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a largely destructive procedure which alters the observed profile in order to do an

optimal retrieval (in a statistical sense). Such pre-optimisation would be unnecessary

if a realistic covariance matrix for the unoptimised profile were available (Hinson and

Magalhaes, 1991).
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B Thinning Levels

The list of impact heights used for thinning the data with ROPP SG is shown below. This list

has been defined by C. Marquardt, using the criteria of having a maximum of four points per

Fresnel diamater. This set is endorsed by S. Healy as being the set of thinned bending angle

fixed levels required by ECMWF for GRAS SAF BUFR products.
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2094.240 2211.910 2330.080 2449.710 2569.340 2690.920

2812.500 2935.550 3058.110 3183.110 3308.110 3433.590

3560.550 3687.500 3815.920 3944.340 4073.240 4203.120

4333.980 4465.330 4597.170 4729.980 4862.790 4997.070

5131.350 5266.110 5401.860 5538.090 5675.290 5812.990

5951.170 6090.330 6229.980 6370.120 6510.740 6652.830

6794.920 6937.990 7082.520 7226.070 7371.580 7517.090

7664.060 7811.040 7958.980 8107.910 8257.320 8407.230

8559.080 8710.940 8863.280 9017.090 9171.390 9326.660

9483.400 9639.650 9797.360 9956.050 10116.70 10276.90

10438.50 10600.60 10764.20 10927.70 11093.30 11260.30

11426.80 11595.20 11765.10 11935.50 12106.90 12279.80

12453.60 12627.90 12804.20 12981.00 13159.20 13338.90

13519.50 13701.70 13884.30 14068.80 14254.90 14441.90

14629.40 14818.40 15010.30 15201.20 15395.50 15590.80

15786.60 15984.40 16182.60 16383.80 16585.90 16789.10

16994.60 17200.70 17408.20 17617.70 17828.60 18041.00

18255.40 18470.70 18689.00 18907.70 19128.90 19350.10

19574.20 19800.30 20027.30 20256.80 20486.80 20718.80

20953.10 21189.50 21426.30 21665.00 21905.80 22149.40

22393.60 22639.20 22887.70 23136.70 23388.70 23642.10

23897.00 24153.30 24412.10 24671.90 24933.10 25196.80

25462.40 25728.50 25997.60 26267.10 26539.10 26813.00

27088.40 27364.70 27643.10 27922.40 28203.60 28486.30

28770.00 29056.60 29342.80 29631.80 29921.40 30212.40

30503.90 30797.40 31092.80 31387.70 31684.60 31982.40

32281.20 32581.10 32881.30 33182.60 33484.90 33787.60

34091.30 34396.00 34700.70 35005.90 35311.00 35617.70

35923.30 36230.00 36537.60 36843.80 37150.90 37458.50

37765.10 38072.30 38379.40 38687.00 38994.60 39301.30

39608.40 39915.50 40223.10 40530.80 40836.90 41144.50

41452.10 41758.80 42065.90 42373.50 42681.20 42988.30

43295.40 43603.00 43910.60 44218.30 44524.40 44832.00

45139.60 45447.30 45754.40 46061.50 46369.10 46676.80

46983.90 47291.50 47599.10 47906.70 48214.40 48520.50

48828.10 49135.70 49443.40 49750.50 50058.10 50365.70

50673.30 50980.50 51288.10 51595.70 51903.30 52210.00

52517.60 52825.20 53132.80 53439.90 53747.60 54055.20

54362.80 54669.90 54977.50 55285.20 55592.80 55899.90

56207.50 56515.10 56822.80 57129.90 57437.50 57745.10

58052.70 58360.40 58667.50 58975.10 59282.70 59590.30

59896.50 / / / / /
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GRAS SAF Reports

SAF/GRAS/METO/REP/GSR/001 Mono-dimensional thinning for GPS Radio Occulation

SAF/GRAS/METO/REP/GSR/002 Geodesy calculations in ROPP

SAF/GRAS/METO/REP/GSR/003 ROPP minimiser - minROPP

SAF/GRAS/METO/REP/GSR/004 Error function calculation in ROPP

SAF/GRAS/METO/REP/GSR/005 Refractivity calculations in ROPP

SAF/GRAS/METO/REP/GSR/006 Levenberg-Marquardt minimisation in ROPP

SAF/GRAS/METO/REP/GSR/007 Abel integral calculations in ROPP

SAF/GRAS/METO/REP/GSR/008 ROPP thinner algorithm

SAF/GRAS/METO/REP/GSR/009 Refractivity coefficients used in the assimilation

of GPS radio occultation measurements

GRAS SAF Reports are accessible via the GRAS SAF website http://www.grassaf.org.
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