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Abstract

The Radio Occultation Processing Package (ROPP) includes a two-dimensional (2D) bend-
ing angle operator. This has been tested in the ECMWF numerical weather prediction sys-
tem, with a view to operational implementation possibly during 2014. This report outlines
how the 2D operator is implemented at ECMWF. Issues related to parallel computing archi-
tectures are discussed. We explain why problems associated with the 2D “occultation plane”
spanning more than processor (or core) do not arise at ECMWF. This is because the obser-
vations are split into “pools” containing roughly equal numbers of each observation type for
load-balancing, and the forward modelling is decomposed into distinct horizontal and vertical
interpolation tasks. Recent results with the 2D operator are presented showing an improve-
ment in the bending angle departure statistics with respect to observations, indicating that
the forward model errors are reduced. However, the additional computational cost during
the 4D-Var minimization is large. New ideas to reduce the computational cost of the ROPP
2D operator are discussed, and a new approach is suggested based on the incremental
formulation of 4D-Var.
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1 Introduction

GPS radio occultation (GPS-RO) measurements have a two-dimensional (2D) limb geom-
etry (Figure 1.1) which ideally should be accounted for when they are assimilated into nu-
merical weather prediction (NWP) systems. However, assimilating observations is always a
trade-off between forward model accuracy versus computational complexity and cost. Cur-
rently, the major operational global NWP centres assimilate GPS-RO measurements with
one-dimensional (1D) observation operators, and inflate the total observation errors to par-
tially compensate for this source of forward model error. Given that most centres have re-
ported positive results with 1D operators, this is clearly a reasonable approach. However,
the largest impact has been seen for upper-tropospheric and stratospheric temperatures.
The implementation of 2D operators is potentially a way of extending this impact further into
the troposphere.

A number of two-dimensional (or non-local) operators have been suggested (e.g., Eyre,
1994; Poli, 2004; Syndergaard et al., 2005; Sokolovskiy et al., 2005; Healy et al., 2007),
but producing the operator is only one aspect of the problem. Technical questions have
arisen, querying how such operators can be integrated efficiently into existing operational
data assimilation systems. Apart from the recent exception of Zhang et al., (2014), this issue
is not generally addressed in the GPS-RO scientific papers.

The ROM SAF’s Radio Occultation Processing Package (ROPP) includes a 2D bending
angle operator (Healy et al., 2007), which has been implemented and tested in the ECMWF
NWP system (Integrated Forecast System, IFS). This report is aimed at NWP users of ROPP
who are considering implementing the 2D operator. It describes how the 2D operator has
been implemented in the ECMWF system. The report complements the information provided
in the ROPP user-guide, which provides more detail on the computations contained within
2D bending angle operator. It also addresses the question of computational expense, and
examines new approaches to speed up the operator.

The main difference when assimilating bending angle measurements with a 2D operator,
rather than a 1D operator, is that the NWP information must be available at multiple loca-
tions within a 2D slice, defined by the “occultation plane”, to perform the 2D bending angle
computation. In contrast, the 1D operator only requires a single profile at a given location to
compute the bending angles. The occultation plane is defined geometrically by the position
of the GPS and LEO satellites and the local centre of curvature, which might be offset from
the centre of the earth (see Syndergaard 1998). The need for NWP information at multiple
locations to forward model an observation value requires modification of the data assimila-
tion code at a fairly fundamental level, because it is highly likely it will have been designed
assuming only one NWP profile is required per observation value.

Another potential complication arises because NWP systems are run on parallel com-
puting architectures, where more than one computer or processing “core” is used to solve
the problem. So, for example, the forward modelling of all the observations assimilated in the
four-dimensional variational assimilation (4D-Var) system is distributed over multiple comput-
ers (cores). The details of the parallel programming system are usually hidden from satellite
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Figure 1.1: The GPS radio occultation geometry. Around ∼ 67 % of the bending occurs
on a 450 km section of path, centred on the occultation point assuming an exponentially
decaying atmosphere.

data scientists when implementing observation operators, because they are part of the ba-
sic infrastructure of the data assimilation system. The aim here is to introduce some parallel
computing concepts relevant to the 2D forward operator implementation. In particular, this re-
port will deal with the situation illustrated in Figure 1.2, where the occultation plane crosses a
geographical boundary, across which 1D forward model computations are usually performed
on different processors (cores). This leads to frequently asked questions of the form:

“What happens when the two-dimensional slice in the occultation plane requires profiles
from more than one processor?”

For example, Zhang et al., (2014) recently noted that parallelization of a non-local operator
is difficult when the ray-path intercepts several “sub-domains” in a limited area model. It
will be explained why this particular problem does not arise with the current ECMWF NWP
system because of the way the forward modelling is partitioned into separate “horizontal”
and “vertical” interpolation tasks.

In section 2 we will briefly introduce the 4D-Var problem for context. The relevant parallel
programming concepts, architectures and terminology required here will be summarised in
section 3, using various aspects of the 4D-Var forward modelling as examples with simplified
pseudocode. The implementation of the 2D operators at ECMWF is described in section 4.
Results from recent testing and potential cost savings are describe in section 5. This is
followed by the summary.
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Area 1

Area 3 Area 4

Area 2

Halo region Occultation plane

Figure 1.2: An occultation plane crossing a geographical domain which has been sub-
divided into four “areas” (sub-domains) for illustration. The occultation plane, denoted by
the thick black line, intersects both Area 3 and Area 4. A key question is how to forward
model this case with a 2D operator, when 1D observations in each area are normally for-
ward modelled on separate computers (cores). The dashed line around Area 3 is a “Halo
Region”. These are required for all areas to enable interpolation close the boundary of
the domain, but they have no specific relevance to the 2D modelling.
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2 The Data assimilation Problem

In data assimilation, we aim to find the atmospheric state, x, which minimizes the cost func-
tion,

J(x) = (x−xb)
T B−1(x−xb)+(y−H(x))T R−1(y−H(x))

= Jb + Jo (2.1)

where xb is a short-range forecast, y is the vector of all observations, H is the compos-
ite forward model, including the integration of the forecast model, which maps the model
state space to observation space for all observation types; B−1 and R−1 are the inverses of
the assumed error covariance matrices for the short-range forecast and observation vector,
respectively.

For the purpose of this report, it is useful to decompose the observation operator H =HvHh,
where Hh represents the horizontal interpolation of the model state to the observation’s time
and location, and Hv is the operation on the interpolated vertical profiles, such as calculating
radiances or bending angles. For the case of four-dimensional variational assimilation (4D-
Var) we will assume that the NWP forecast model integration is part of Hh.

The ECMWF 4D-Var computation is performed in a parallel computing architecture.

8
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3 Some concepts of parallel programming

ECMWF provides training courses in parallel computing. See for example:

http://www.old.ecmwf.int/services/computing/training/material/com_hpcf.html

Information from two lectures, the “Concepts of Parallel Computing” by George Mozdzynski
and “An Introduction Parallel Programming” by Paul Burton have been used to compile this
report. Parallel computing can be defined as:

The simultaneous use of more than processor or computer to solve a problem.

Parallel computing techniques are necessary to solve the NWP 4D-Var minimization prob-
lem efficiently. ECMWF uses a hybrid system, based on the two parallel computing architec-
tures illustrated in Figure 3.1:

• Distributed Memory

• Shared memory

In a distributed memory system, the computational problem is split into a set of processes
or “tasks”, each performing a subset of the original computation on a separate “core”. This
is achieved by splitting the algorithm and/or data into subsets that can performed in parallel.
The term “core” is simply used as a standalone computer here, but they are sometimes
called “processors” or “processing elements” 1. Figure 3.1a shows four cores. These cores
do not share memory, so if information from one core is required by another, this requires
communication or “message passing” via a network, which can be expensive. Message
Passing Interface (MPI) is a software specification for libraries used in the communication
between the tasks on a distributed memory system. The subsets of computation performed
on the distributed systems are called “MPI tasks”. Figure 3.1b shows a shared memory
parallel architecture. In this case, each core works on a subset of the computational problem,
but no communication is required.

The ECMWF NWP system combines the distributed memory and shared memory ap-
proaches in a hybrid system. A hybrid system with 3 MPI tasks and 12 cores is illustrated in
Figure 3.2. The use of a hybrid system is probably most easily understood with an example
based on a simplified version of the computation of (observed minus simulated) departures
in 4D-Var. For the moment we will only consider the vertical interpolation, Hv, and assume
the NWP forecast model has been run, and that the information has already been interpo-
lated to the observation locations.

Consider initially computing Hv on a pure MPI system, like Figure 3.1a. In the operational
4D-Var problem, we assimilate of order 10 million observation values in a 12 hour assimila-
tion window. This number is comprised of various observation types (or observation sets),

1There is some ambiguity on the terminology used here.
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 a. Distributed memory system

Memory

C

Memory

C

Memory

C

Memory

C

 Network

b. Shared memory

C C C C

Memory

Figure 3.1: Two parallel computing architectures a) Distributed memory and b) shared
memory. “C” denotes core.
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A hybrid shared/distributed memory system

12 cores: MPI = 3: OpenMP threads = 4 

MPI task 2

SC SC SCMC SC SC SCMC

MPI task 1 MPI task 3

SC SC SCMC

Memory Memory Memory

 Network

Figure 3.2: A hybrid distrubuted/shared memory parallel computing system, as used at
ECMWF. This example has 3 MPI tasks, each with 4 threads. “MC” denotes master core
and “SC” denotes slave core.
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such as conventional, satellite radiances, GPS-RO bending angles, etc. The observations
are split into a set of “pools”, where each pool contains roughly the same number of each ob-
servation type. The geographical locations in each observation pool are randomly distributed
across the globe. The forward modelling, Hv, for each pool of observations is performed as
a distinct MPI task.

The composition of the observation pool, with roughly equal numbers of each observation
type, ensures that the computational cost of the forward modelling is roughly the same for
each MPI task. This is an example of “load balancing”, which aims to ensure that each core
of the supercomputer performs roughly the same amount of work.

The Hv MPI tasks can be performed in parallel, because there should be no inter-dependencies
(after the model integration/horizontal interpolation) when forward modelling the subset of
observations in each distinct observation pool. For each MPI task we forward model and
compute the departures for N_OBS_TYPE types of observation, such as conventional data,
radiances, GPS-RO measurements, etc. in the data pool. We can loop through each obser-
vation type, for example radiosondes, i, in the pool, for the set of observations in obs(i),

12
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! Compute observed minus simulated departures for ob. type "i".

DO i = 1, N_OBS_TYPE

CALL compute_departures(i,obs(i),state(i),departures(i))

ENDDO

using the interpolated NWP information for observation typei stored in state(i) to com-
pute the departure values in departures(i) with the the forward operator appropriate for
observation type, i. This section of “pseudocode code” is not the actual code code used at
ECMWF, but a simplified version that illustrates the main points discussed here.

This loop is reasonable if each MPI task is performed on a single core, similar to the
configuration shown in Figure 3.1a, but it can be speeded up in a hybrid system, like that
shown in Figure 3.2. We can employ a shared memory approach for each MPI task to speed
up this loop for each pool, because there should be no reason why, for example, the forward
modelling of the radiances in the observation pool must be completed before starting to
forward model the GPS-RO measurements. This is a second level of parallelization.

In a hybrid system, the observation type loop can be distributed across multiple “threads”,
which share the same memory. In Figure 3.2, 12 cores are used in total. Each MPI task has
4 threads, composed of a “master core” (MC) and three “slave cores” (SC). By default, the
computations on an MPI task are performed on the master core, MC, until compiler directives
are encountered which introduce the slave cores, SC. These new compiler commands, or
directives, for parallel programming on a shared memory system are known as “OpenMP”.

When using a hybrid distributed/shared memory system with OpenMP, the code above
can re-written as:

! Compute observed minus simulated departures.
! OpenMP : Distribute loop over NTHREAD threads
! OpenMP : Private variables : i

DO i = 1, N_OBS_TYPE

CALL compute_departures(i,obs(i),state(i),departures(i))

ENDDO

These new commands distribute the computations in the loop over the OpenMP threads,
using both the master and slave cores, and lists any variables that are “private” on any given
thread. For example, loop variables must be private to ensure that the same loop index is not
being update by multiple threads. This code enables the forward modelling of the observation
types to be performed in parallel for each MPI task using all the available threads. Once the
loop is completed, the program reverts to using just the master core until new OpenMP
directives are encountered.

13
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The question of how to split a computational problem between the number MPI tasks and
the number threads is a trade-off. On the one hand, reducing the number of MPI tasks, and
increasing the number of threads, should reduce the need for message passing, which is
expensive. However, increasing the number of threads can make it difficult to use the slave
cores efficiently.

In general, we use the default numbers of MPI tasks and threads when running the 2D op-
erator in the ECMWF 4D-Var system, and have not attempted to optimize this configuration
specifically for the 2D operator. For information, at ECMWF the 4D-Var minimization with a
12 hour assimilation window is split into 240 MPI tasks, each with 8 cores.

14
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4 Implementing the 2D operator

In the previous section the computation of the vertical interpolation, Hv, was used to illustrate
the hybrid shared/distributed memory architecture used at ECMWF, but the horizontal inter-
polation to the observation location, Hh, was ignored. The horizontal interpolation is often a
source of concern when implementing 2D operator. As noted earlier, a potential problem is
illustrated in Figure 1.2, where part of the occultation plane is in Area 3, and part in Area
4. In this picture, each core is often assumed to be responsible for all the forward modelling
– both Hh and Hv – in a specific region on the globe, and a problem is thought to arise if
the occultation plane crosses a boundary between the regions. The combined horizontal
and vertical forward modelling H = HvHh is clearly considered within a distributed memory
framework. However, this picture does not apply at ECMWF because the basic assumption
is incorrect.

In the context of implementing the 2D operators, there is an important feature of the
ECMWF system that should be emphasised:

There is no assumption – or requirement – that the Hv and Hh interpolations required for the
assimilation of a given observation are performed on the same core.

In fact, the Hv and Hh computations are actually performed as part of different sets of MPI
tasks, with the mutual dependencies dealt with through message passing. In the terminology
used at ECMWF, Hh is computed in “model space” MPI tasks, and then Hv is computed in a
set of “observation space” MPI tasks. In model space, each MPI task is responsible for per-
forming all of the horizontal interpolations required for a well defined geographical region. We
note the need for a “halo” around each geographical region to enable any interpolations near
the boundary, but this has no specific relevance to the implementation of 2D operators. The
concept of separating the model space and observation space computations, was designed
before development and implementation of 2D operators, with the general purpose of load
balancing the forward modelling (e.g., Hamrud, 1998). A similar approach is not adopted in
the Met Office 4D-Var computation, for example.

The ECMWF system works in the following way. A pre-processing routine loops through
all the observation locations in each observation pool, and then uses a relatively simple
algorithm to determine which model space MPI task is responsible for interpolating the NWP
information to each observation location (See Figure 4.1). The information mapping where
the Hv and Hh steps are actually computed is stored in a set of tables. Using message
passing, the observation locations from the pools are sent to the MPI tasks responsible for
performing the horizontal interpolations. The horizontal interpolations are performed, and
then the interpolated NWP profiles are passed back to the cores performing respective Hv
MPI tasks.

The tangent-linear and adjoint computations are decomposed exactly in the same way,
with the corresponding tangent linear and adjoint routines always being computed on the
same cores. Clearly, in the adjoint computations the direction of communication is reversed.
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Hence, the adjoint of the observation space computations are passed to the cores respon-
sible for the adjoint of the model space (horizontal interpolation) computations. This enables
the combined impact of all the observations in a given area to be accumulated.

It is interesting to note that the load balancing of the model space computations may be
poor, with some geographical regions requiring many more profiles than others. However,
this is not a major problem because the cost of the horizontal interpolations is generally only
a few percent of the vertical interpolations (Hamrud, 1998).
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Figure 4.1: The main steps when interpolating in model space, after the data has been
split into the observation pools.

The key point to be emphasised here is that the interpolated NWP profiles required for an
arbitrary Hv task are randomly distributed across the globe. The Hh tasks are already com-
puted elsewhere, and then message passed to enable the computation of Hv. By default in
the ECMWF system, there is an assumption that only one NWP profile is required per obser-
vation, but this is not fundamental. The introduction of the 2D operator merely increases the
number of profiles required to compute Hv for each pool, but the additional, new locations do
not affect the computation of Hv in any other important way.

When using the using 2D operator we generalise the code and enable N_HORIZ inter-
polated NWP profiles for each observation location. Currently, by default N_HORIZ=1 for
all observation types, except for GPS-RO when the 2D operator is employed. We have to
compute the number of interpolated NWP profiles required in each pool, because this is no
longer equal to the number of observations locations. This is done using a loop of the form:

number_of_profiles = 0

! loop through each observation type, i, in pool

DO i = 1, N_OBS_TYPE

! assume the number of observations of type i is numb_obs(i)

17
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! and they each require N_HORIZ(i) profiles
!

number_of_profiles = number_of_profiles+(numb_obs(i)*N_HORIZ(i))

ENDDO

The locations of the NWP profiles within the occultation plane needed for the 2D operator
are computed using the location of the tangent point and the limb azimuthal angle provided
in the operational BUFR files. The computation of the positions within the plane is performed
using the ROPP routine ropp_fm_2d_plane.f90. The preprocessing loop noted above –
which identifies the cores responsible the for horizontal interpolation – simply loops through
the locations in the occultation plane and stores the relevant core information for each point
in the plane. The fact that more than one core may be required to interpolate to the locations
within the 2D occultation plane has no impact on the routine. The horizontal interpolations
are performed on the relevant model space core, and then the interpolated profiles are mes-
sage passed back to the observation space core responsible for Hv. By construction all
required data data will be available when computing Hv, and there are no specific difficulties
associated with the 2D operator.

We note that Zhang et al., (2014) circumvent the problem in a different way in their local
area system, by making the entire refractivity field available to every core when using the
non-local phase operator.

Changes within compute_departures

The pseudocode used to explain the hybrid shared/distributed memory system can be adapted
to illustrate how the 2D operators are called in the ECMWF system, once the horizontal inter-
polations, Hh, have been performed. As before, we compute the (observed minus simulated)
departures for each observation type, but introduce the new variable N_HORIZ which defines
how many NWP profiles each observation type requires to perform the forward modelling,
Hv.

18
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! Compute departure.
! OpenMP : Distribute loop over NTHREAD threads
! OpenMP : Private variables : i

DO i = 1, N_OBS_TYPE

CALL compute_departures(i,obs(i),state(i),departures(i),N_HORIZ(i))

ENDDO

This change requires some revision of the arrays used in the compute_departures rou-
tine, with the addition of an extra dimension. Most importantly for the GPS-RO assimilation,
the temperature, pressure, humidity and geopotential height arrays have three dimensions
determined by the number of observations (NOBS), number of vertical model levels (NVERT)
and the number of points in the plane (N_HORIZ). The routine that computes the pressures
and geopotential heights of the model levels also requires some revision.

Some of the basic structure of the compute_departures routine is the following (Also
see Figure 4.2):

19
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SUBROUTINE compute_departures(i, ..., N_HORIZ)

INTEGER i ! obstype. EG, conventional or GPS-RO or radiance, ...

! model data

REAL, DIMENSION(NOBS,NVERT) :: pres, temp, shum, zgeop

! new arrays for 2D operator

REAL, DIMENSION(NOBS,NVERT,N_HORIZ) :: &
press_2d,temp_2d,shum_2d,zgeop_2d

! observation arrays (unchanged for 2D operator).

REAL, DIMENSION(NOBS,NLEVELS_PER_PROFILE) :: &
observed_values,simulated_bending_angles,depart

REAL, DIMENSION(NOBS,NLEVELS_PER_PROFILE) ::
& impact_param ! the impact parameters

!
! This pseudocode only aims to highlight the main steps.
! The observation operator used will depend on obstype, i,
! usually selected with "IF" or "CASE" statements.
! Just assume obstype is GPS-RO here.
!

IF (N_HORIZ > 1) THEN

! we need the height/pressure of the model levels

CALL COMPUTE_PRESSURE_HEIGHTS_2D(press_2d,temp_2d,shum_2d,zgeop_2d)

CALL GPSRO_OPERATOR_2D&
(press_2d,temp_2d,shum_2d,zgeop_2d,impact_param,simulated_bending_angles)

ELSE

! we need the height/pressure of the model levels

CALL COMPUTE_PRESSURE_HEIGHTS_1D(press,temp,shum,zgeop)

CALL GPSRO_OPERATOR_1D&
(press,temp,shum,zgeop,impact_param,simulated_bending_angles)

ENDIF

20
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! Note observation arrays sizes are the same for the 1D and 2D operator
! so these next two routines are the same for both the 1D and 2D.

CALL DEPARTURES(observed_values,simulated_bending_angles,departures)

! compute contribution to observation cost function, JO.

CALL COMPUTE_COST_FUNCTION(departure,JO)

END SUBROUTINE

Clearly, consistent modifications have to be made the corresponding tangent-linear and ad-
joint routines.

21
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Figure 4.2: The main steps in the forward model routine where either 1D or 2D opera-
tors is available.

22
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5 Recent testing in the ECMWF system

It is useful to review recent testing with the 2D operator in the ECMWF system, because
this has highlighted some potential issues with the computational cost of the approach. We
have run experiments covering the period January 25, 2013 to March 31, 2013, comparing
the impact of assimilating GPS-RO with a 1D and 2D operator. The experiments have been
performed T1279 (∼ 16 km sampling), in order to to maximise the potential benefits of the
2D operator. The ECMWF incremental 4D-Var system with a 12 hour assimilation window
is used to assimilate the data. The 2D operator uses an occultation plane comprised of
interpolated NWP profile information at N_HORIZ=31 locations, separated by 40 km. Both
the 1D and 2D operators include tangent-point-drift.

Experiments have been run using the full observing system and assimilating just GPS-RO
observations. In general, the 2D operator improves the GPS-RO departure statistics, as il-
lustrated for example in Figure 5.1 for COSMIC-5 departures in the northern hemisphere.
This shows the change the background and analysis noise normalised departure statistics,
((o−b)/σo) and (o−a)/σo), averaged over one month. The standard deviations of the back-
ground departures are reduced by ∼ 5% of the assumed error σo between the 10 km and 20
km impact height interval. The horizontal bars indicate that the improvements are statistically
significant at 95 % level. This is encouraging because it illustrates that the forward model
error is being reduced. The 2D operator has a broadly neutral impact on forecast scores
relative to the full system, but has a statistically significant positive impact in the GPS-RO
only experiments. However, perhaps the most important result in these experiments that the
2D operator increases the total wallclock time required to minimize the linearised 4D-Var
cost function by ∼ 29% (See Table 5.1). An increase in cost of this magnitude would stop
the operational implementation of the 2D operator, and so computational savings have to be
considered.

The following three changes have been investigated at ECMWF.

5.1 Implementation of the 2D operator in incremental 4D-Var

The incremental formulation of 4D-Var (Coutier et al., 1994) provides some justification and
scope for potential computational savings. The ECMWF 4D-Var system now typically per-
forms three non-linear trajectory runs at full horizontal resolution (T1279, ∼ 16 km) when
using a 12 hour assimilation window. These trajectory runs are also called the “outer loop”.
The observation departures in the outer loop, d, are computed using the non-linear forward
model, H,

d = yo−H(xg) (5.1)

where yo and xg are the vectors containing the observations and non-linear trajectory, re-
spectively.

The 4D-Var cost function is linearised about the non-linear trajectory and minimized. The
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Figure 5.1: The COSMIC-5 noise normalised departure statistics for the northern hemi-
sphere on impact heights, averaged over one month. All other observations are included
in these experiments. The results are displayed as differences in the standard devia-
tion and mean of the departures (2D results minus 1D results). The solid lines are for
the (O-B) departures and the dotted lines are the (O-A) departures. Negative standard
deviation values indicate that the 2D operator is reducing forward model error. The thin
horizontal lines show the 95 % confidence interval.

Table 5.1: A summary of the cumulative reductions in wallclock time for the second 4D-
Var inner loop as result of the proposed changes in the 2D operator. The changes are 1)
reducing the number of profiles in the inner loop occultation plane to 7 2) Computing the
ray-path with the midpoint method and 3) batching the bending angles into groups of 11
in the vertical. The combined impact is to reduce the additional cost of the 2D operator
from 29% to 2.3%.

Description Wallclock time (s) Percentage Increase vs 1D
1D operator 438 –
2D operator 563 29

2D, N_HORIZ=7 472 7.8
2D, N_HORIZ=7, Midpoint 452 3.2

2D, N_HORIZ=7, Midpoint, TPD batching 448 2.3
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Figure 5.2: As Figure 5.1 comparing the 2D and 1D departure statistics, but the inner
loop profile number has been reduced to 7 in the 2D computation.

minimization is performed iteratively in an “inner loop” at a lower horizontal resolution than
the full trajectory run. This change in resolution reflects the fact the 4D-Var system is primar-
ily correcting large scale errors in the forecast. The inner loop resolution is usually T159 and
T255, corresponding to ∼ 125 km and 80 km, respectively. The departures in the inner loop
are updated with

yo−H(xg +δx) = d−Hδx (5.2)

where H is the tangent linear of the forward model and δx is the increment.

Given the difference in resolutions used in the 4D-Var inner and outer loops, it is de-
batable whether the tangent-linear and adjoints of the 2D operator used in the inner loop
require the same number of profiles in the occultation plane as the full 2D model used in
the higher resolution outer-loop. We have experimented with reducing the number of profiles
from N_HORIZ=31 to N_HORIZ=7 in the inner loop. The N_HORIZ=7 profiles have a 200 km
separation and therefore span the full 1200 km planar section spanned by the 31 profiles
with 40 km separation used in the outer-loop. This change does not appear to significantly
degrade the background departure statistics (see Figure 5.2), and it provides a considerable
computational saving during the minimization (See Table 5.1). There is a small degrada-
tion in the analysis fit to the GPS-RO, probably because the ability to adjust the horizontal
gradients is reduced when N_HORIZ=7. However, this degradation is small when compared
to the difference in the size of the background and analysis departure statistics. The addi-
tional cost during the minimization of using the 2D operator is reduced from 29% to 7.8%.
This approach is likely to be implemented operationally at ECMWF during 2014. However,
it also interesting to note that we have found that the 4D-Var converges successfully when
the 2D operator is used in the outer loop and the 1D operator is used in the inner loop. This
suggests that a hybrid 2D/1D GPS-RO assimilation scheme is feasible.
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5.2 Simplification of the numerical solution of the ray-path equations

The 2D operator is based on a numerical solution of the differential equations defining the
ray-path in circular polar co-ordinates (r and θ ) (e.g., page 149, Rodgers, 2000)

dr
ds

= cosφ (5.3)

dθ

ds
=

sinφ

r
(5.4)

dφ

ds
'−sinφ

[
1
r
+

(
∂n
∂ r

)
θ

]
(5.5)

where s is the distance along the ray-path, n is the refractive index, φ is angle between the
local radius vector and the tangent to the ray-path. This computation is performed up to a
user prescribed impact height (50 km), and then the code reverts to a 1D computation.

The numerical solution of the equations in ROPP uses a 4th order Runge-Kutta (RK4)
approach (Press et al., 1992). For each step along the 2D ray-path the required derivatives
given above are computed four times. These are produced via external subroutine calls
in order to simplify the F90 code. Repeated subroutine or function calls can be a signifi-
cant computational overhead. In fact, the first implementation of the ROPP 1D operator at
ECMWF contained repeated external calls to a Gaussian error function. This was identified
as a significant computational cost at ECMWF, even though the function itself was quite sim-
ple, comprising of a cubic polynomial times an exponential. As a result, the Gaussian error
function was moved into the main routine, as in the ROPP 1D operator code. It is possible to
do something similar with the 2D operator, moving the gradient computations into the main
routine, although this makes the code far messier. Another simplification is to use the mid-
point method for solving the equations. Formally, this less accurate than the RK4 because
the truncation error is larger (Press et al., 1992), but it is much easier to implement and
requires only two gradient computations per step.

A midpoint approach is being tested at ECMWF, and the results suggest that it does not
significantly degrade the departure statistics (Figure 5.3) and it reduces the computational
cost (Table 5.1).

5.3 Implementation of Tangent Point Drift

Consider a standard GRAS BUFR file containing 247 levels on a fixed set of impact heights.
Each of the 247 bending angles has its own location (latitude,longitude), but there is also a
single representative location in the header of the BUFR file. In the original implementation
of the 1D GPSRO bending angle operator at ECMWF, an occultation was assigned to the
single location given in the header and all the bending angles were computed with this NWP
information. This approximation was also used in the initial testing with the 2D operator
(Healy et al., 2007). Other centres implemented tangent-point-drift (TPD) in the their operator
(Cucurull et al., 2007, Poli et al., 2009 ).

In 2011 ECMWF introduced TPD and this clearly improved the GPS-RO departure statis-
tics and some stratospheric temperature and wind forecast scores, particularly near the
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Figure 5.3: As Figure 5.1 comparing the 2D and 1D departure statistics, but the inner
loop profile number has been reduced to 7 in the 2D computation, and the mid-point
method is used to calculate the ray-path.

south pole (unpublished). A similar impact in the NCEP system has also been quantified by
Cucurull (2012). However, there will clearly be some computational cost associated with re-
quiring 247 NWP profiles to forward model an occultation, rather than just one. Furthermore,
the implementation of the 2D operator means we require a plane of NWP profiles for each
bending angle. In the recent testing with the 2D operator at ECMWF that includes TPD, we
have used 31 profiles in each plane. The profiles have a 40 km separation, meaning each 2D
plane spans 1200 km. The total number of NWP profiles required to model a single GRAS
occultation with the 2D operator becomes 7657 (=247 × 31).

One way of reducing the number of profiles required is to batch the data vertically into
subsets, and compute each bending angle in the subset using the same NWP information.
This has been tested at ECMWF, batching the data into group of 11 bending angles spanning
∼ 2 km in the vertical. There is no obvious degradation in the departure statistics as a result
of this change (See Figure 5.4) and it provides some time savings (Table 5.1.

A more sophisticated approach would be to have the width of the batching interval vary
with height, so that the batches near the surface contain fewer bending angles. This idea
reflects the fact that the TPD separations are greater in the lower troposphere than in the
stratosphere. This will best tested in the future.
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Figure 5.4: As Figure 5.1 comparing the 2D and 1D departure statistics, but 1) the
inner loop profile number has been reduced to 7 in the 2D computation 2) the mid-point
method is used to calculate the ray-path and 3) the bending angles are batched into
groups of 11.
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6 Summary

The use of 2D bending angle observation operators should improve the assimilation of GPS-
RO measurements by reducing the forward model error. The ROM SAF ROPP software
package includes a 2D operator that is currently being tested for operational implementation
at ECMWF. This clearly improves the GPS-RO departure statistics (Figures 5.1 to 5.4), but
some computational cost savings are necessary.

The technical implementation of the 2D operator in the ECMWF parallel computing system
has been described. The potential problem of the GPS-RO occultation plane spanning more
that one processing core does not arise in the ECMWF system. This is because the forward
model problem is split into horizontal and vertical interpolations, Hh and Hv, respectively, and
there is no requirement that these are performed on the same core. The use of 2D opera-
tors increases the number of interpolations preformed in Hh, but it does not change the Hv
computation in any significant or fundamental way because all the globally distributed, inter-
polated profiles required for each observation pool are available as a result of the message
passing. We note that the ECMWF approach was adopted in the 1990’s to improve load
balancing, and it is fortuitous that it simplifies the implementation of the 2D operators.

The computational cost of the 2D operator has been discussed. To make the operator
affordable in an operational context, we have found it necessary to reduce the horizontal
sampling of the profiles within the 2D occultation plane during the inner-loop computations.
This appears to be consistent with the incremental formulation of 4D-Var. It is also interesting
to note that a 2D operator in the outer loop and 1D operator in the inner loop also appears to
be possible. Simplifications of the ray-path integration and batching the observations in the
vertical have also been discussed.
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